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Abstract
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and overidentifying restrictions tests irrespective of the model validity and regardless of the

factors being traded, or the use of excess or gross returns. We illustrate our results with
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1 Introduction

Asset pricing theories are concerned with determining the expected returns of assets whose

payo¤s are risky. Speci�cally, these models analyze the relationship between risk and expected

returns, and address the crucial question of how to value risk. The most popular empirically

oriented asset pricing models e¤ectively assume the existence of a common stochastic discount

factor (SDF) that is linear in some risk factors, which discounts uncertain payo¤s di¤erently

across di¤erent states of the world. Those factors can be either the excess returns on some

traded securities, as in the traditional CAPM of Sharpe (1964), Lintner (1965) and Mossin

(1966) or the so-called Fama and French (1993) model, non-traded economy wide sources of

uncertainty related to macroeconomic variables, like in the Consumption CAPM (CCAPM) of

Breeden (1979), Lucas (1978) or Rubinstein (1976), or a combination of the two, as in the exact

version of Ross�(1976) APT.

There are two main approaches to formally evaluate linear factor pricing models from an

empirical point of view using optimal inference procedures. The traditional method relies on

regressions of excess returns on factors, and exploits the fact that an asset pricing model im-

poses certain testable constraints on the relationship between slopes and intercepts. More recent

methods rely on the SDF representation of the model instead, and exploit the fact that the cor-

responding pricing errors should be zero. There are in fact two variants of the SDF method, one

that demeans the factors (the �centred�version) and another one that does not (the �uncen-

tred�one), and one can envisage analogous variants of the regression approach, although only

the �centred�one has been used so far in empirical work.

The initial asset pricing tests tended to make the assumption that asset returns and factors

were independently and identically distributed as a multivariate normal vector. Nowadays,

empirical researchers rely on the generalized method of moments (GMM) of Hansen (1982),

which has the advantage of yielding asymptotically valid inferences even if the assumptions

of serial independence, conditional homoskedasticity or normality are not totally realistic in

practice (see Campbell, Lo and MacKinlay (1996) or Cochrane (2001a) for textbook treatments).

Unfortunately, though, each approach (and their multiple variants) typically yields di¤erent

estimates of prices of risk and pricing errors, and di¤erent values for the overidentifying restric-

tions test. This begs the question of which approach is best, and there has been some controversy

surrounding the answer. For example, Kan and Zhou (1999) advocated the use of the regression

method over the uncentred SDF method because the former provides more reliable risk pre-

mia estimators and more powerful pricing tests than the latter. However, Cochrane (2001b) and

Jagannathan and Wang (2002) criticized their conclusions on the grounds that they did not con-
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sider the estimation of factor means and variances. Speci�cally, Jagannathan and Wang (2002)

showed that if the excess returns and the factor are jointly distributed as an iid multivariate

normal random vector, in which case the regression approach is optimal, the (uncentred) SDF

approach is asymptotically equivalent under the null. Kan and Zhou (2002) acknowledged this

equivalence result, and extended it to compatible sequences of local alternatives under weaker

distributional assumptions.

More recently, Burnside (2012) and Kan and Robotti (2008) have also pointed out that

in certain cases there may be dramatic di¤erences between the results obtained by applying

standard two-step or iterated GMM procedures to the centred and uncentred versions of the SDF

approach. Moreover, Kan and Robotti (2008, footnote 3) e¤ectively exploit the invariance to

coe¢ cient normalizations of the continuously updated GMM estimator (CU-GMM) of Hansen,

Heaton and Yaron (1996) to prove the numerical equivalence of the overidenti�cation tests

associated to the centred and uncentred versions of the SDF approach. As is well known,

CU-GMM is a single-step method that integrates the heteroskedasticity and autocorrelation

consistent (HAC) estimator of the long-run covariance matrix in the objective function.

In this context, the main contribution of our paper is to show the more subtle result that in

�nite samples the application to both the regression and SDF approaches of single-step GMM

methods, including CU-GMM, gives rise to numerically identical estimates of prices of risk,

pricing errors and overidentifying restrictions tests irrespective of the validity of the asset pricing

model and regardless of whether one uses centred or uncentred moments and symmetric or

asymmetric normalizations. We also show that the empirical evidence in favour or against a

pricing model is not a¤ected by the addition of an asset with non-zero cost that pins down

the scale of the SDF if one uses single step methods, unlike what may happen with multistep

methods.

Therefore, one could argue that in e¤ect, there is only one optimal GMM procedure to

empirically evaluate asset-pricing models. Although the rationale for our results is the well-

known functional invariance of maximum likelihood estimators, their validity does not depend

on any distributional assumption, the number of assets, the speci�c combination of traded and

non-traded factors, and remain true regardless of whether or not the researcher works with excess

returns or gross returns. For ease of exposition, we centre most of our discussion on models with

a single priced factor. Nevertheless, our numerical equivalence results do not depend in any

way on this simpli�cation. In fact, the proofs of our main results explicitly consider the general

multifactor case.

Another relevant issue that arises with asset pricing tests is that the moment conditions are
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sometimes compatible with SDFs which are a¢ ne functions of risk factors that are uncorrelated

or orthogonal to the vector of excess returns. To detect such cases, which are unattractive

from an economic point of view, we provide a battery of distance metric tests that empirical

researchers should systematically report in addition to the J test.

We would like to emphasize that our results apply to optimal GMM inference procedures. In

particular, we do not consider sequential GMMmethods that �x the factor means to their sample

counterparts. We do not consider either procedures that use alternative weighting matrices

such as the uncentred second moment of returns chosen by Hansen and Jagannathan (1997)

or the popular two-pass regressions. Those generally suboptimal GMM estimators fall outside

the realm of single-step methods, and therefore they would typically give rise to numerically

di¤erent statistics.

While single-step methods are not widespread in empirical �nance applications, this situation

is likely to change in the future, as the recent papers by Almeida and Garcia (2012), Bansal, Kiku

and Yaron (2012), Campbell, Gilgio and Polk (2012) or Julliard and Gosh (2012) attest. There

are several reasons for their increasing popularity. First, like traditional likelihood methods,

these modern GMM variants substantially reduce the leeway of the empirical researcher to

choose among the surprisingly large number of di¤erent ways of writing, parameterizing and

normalizing the asset pricing moment conditions, which also avoids problematic cases.

More importantly, single step GMM implementations often yield more reliable inferences in

�nite samples than two step or iterated methods (see Hansen, Heaton and Yaron (1996)). Such

Monte Carlo evidence is con�rmed by Newey and Smith (2004), who highlight the �nite sample

advantages of CU and other generalized empirical likelihood estimators over two-step GMM by

going beyond the usual �rst-order asymptotic equivalence results. As we shall see below, our

own simulation evidence reinforces those conclusions.

However, the CU-GMM estimator and other single-step, generalized empirical likelihood

(GEL) estimators, such as empirical likelihood or exponentially-tilted methods, are often more

di¢ cult to compute than two-step estimators, particularly in linear models, and they may some-

times give rise to multiple local minima and extreme results. Although we explain in Peñaranda

and Sentana (2012) how to compute CU-GMM estimators by means of a sequence of OLS re-

gressions, here we derive simple, intuitive consistent parameter estimators that can be used to

obtain good initial values, and which will be e¢ cient for elliptically distributed returns and

factors. Interestingly, we can also show that these consistent estimators coincide with the GMM

estimators recommended by Hansen and Jagannathan (1997), which use the second moment of

returns as weighting matrix. In addition, we suggest the imposition of good deal restrictions

3



(see Cochrane and Saa-Requejo (2000)) that rule out implausible results.

We illustrate our results by using the currency portfolios constructed by Lustig and Verdelhan

(2007) to assess some popular linear factor pricing models: the CAPM and linearized versions

of the Consumption CAPM, including the Epstein and Zin (1989) model in appendix A. Our

�ndings con�rm that the con�ict among criteria for testing asset pricing models that we have

previously mentioned is not only a theoretical possibility, but a hard reality. Nevertheless,

such a con�ict disappears when one uses single-step methods. At the same time, our results

con�rm Burnside�s (2011) �ndings that US consumption growth seems to be poorly correlated

to currency returns. This fact could explain the discrepancies between the di¤erent two-step and

iterated procedures that we �nd because non-traded factors that are uncorrelated with excess

returns will automatically price those returns with a SDF whose mean is 0. Such a SDF is not

very satisfactory, but strictly speaking, the vector of risk premia and the covariances between

excess returns and factors belong to the same one-dimensional linear space. On the other hand,

lack of correlation between factors and returns is not an issue when all the factors are traded,

as long as they are part of the set of returns to be priced. In this sense, our empirical results

indicate that the rejection of the CAPM that we �nd disappears when we do not attempt to

price the market.

The rest of the paper is organized as follows. Section 2 provides the theoretical background

for the centred and uncentred variants of the SDF and regression approaches that only consider

excess returns. We then study in more detail SDFs with traded and non-traded factors in sections

3 and 4, respectively. We report the results of the empirical application to currency returns in

section 5 and the simulation evidence in section 6. Finally, we summarize our conclusions and

discuss some avenues for further research in section 7. Extensions to situations in which the SDF

combines both traded and non-traded factors, or a gross return is added to the data at hand,

are relegated to appendix A, while appendix B contains the proofs of our main results. We also

include a supplemental appendix that discusses a model with an orthogonal factor, describes

the Monte Carlo design, and contains a brief description of multifactor models and CU-GMM,

together with some additional results.

2 Theoretical background

2.1 The SDF approach

Let r be an n � 1 vector of excess returns, whose means we assume are not all equal to

zero. Standard arguments such as lack of arbitrage opportunities or the �rst order conditions
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of a representative investor imply that

E (mr) = 0

for some random variable m called SDF, which discounts uncertain payo¤s in such a way that

their expected discounted value equals their cost.

The standard approach in empirical �nance is to model m as an a¢ ne transformation of

some risk factors, even though this ignores that m must be positive with probability 1 to avoid

arbitrage opportunities (see Hansen and Jagannathan (1991)). With a single risky factor f , we

can express the pricing equation as

E [(a+ bf) r] = 0 (1)

for some real numbers (a; b), which we can refer to as the intercept and slope of the a¢ ne SDF

a+ bf . For each asset i, the corresponding equation

E [(a+ bf) ri] = 0; (i = 1; : : : ; n)

de�nes a straight line in (a; b) space. If asset markets were completely segmented, in the sense

that the same source of risk is priced di¤erently for di¤erent assets (see e.g. Stulz (1995)),

those straight lines would be asset speci�c, and the only solution to the homogenous system of

equations (1) would be the trivial one (a; b) = (0; 0), as illustrated in Figure 1a.

(FIGURE 1)

On the other hand, if there is complete market integration, all those n lines will coincide,

as in Figure 1b. In that case, though, we can at best identify a direction in (a; b) space, which

leaves both the scale and sign of the SDF undetermined, unless we add an asset whose price is

di¤erent from 0, as in appendix A. As forcefully argued by Hillier (1990) for single equation

IV models, this suggests that we should concentrate our e¤orts in estimating the identi�ed

direction, which can be easily achieved by using the polar coordinates a = sin and b = cos 

for  2 [��=2; �=2). However, empirical researchers often prefer to estimate points rather than

directions, and for that reason they typically focus on some asymmetric scale normalization, such

as (1; b=a), although (a=b; 1) would also work. Figure 2a illustrates how di¤erent normalizations

pin down di¤erent points along the identi�ed direction. As we shall see below, this seemingly

innocuous choice may have important empirical consequences.
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(FIGURE 2)

We can also express the pricing conditions (1) in terms of central moments. Speci�cally, we

can add and subtract b� from a+ bf , de�ne c = a+ b� as the expected value of the a¢ ne SDF

and express the pricing conditions as

E

8<: [c+ b (f � �)] r

f � �

9=; = 0: (2)

The unknown parameters become (c; b; �) instead of (a; b), but we have added an extra moment

to estimate �.1 We refer to these two variants as the uncentred and centred SDF versions since

they rely on either E (rf) or Cov (r; f) in explaining the cross-section of risk premia.2

Not surprisingly, under the null hypothesis of �nancial market integration we can only iden-

tify a direction in (c; b) space from (2), which again suggests that we should estimate the iden-

ti�ed direction in terms of the polar coordinates c = sin � and b = cos � for � 2 [��=2; �=2).

Nevertheless, empirical work usually focuses on (1; b=c). Alternatively, one could use (c=b; 1), in

which case the moment conditions would be linear in c=b and �. Figure 2b shows how di¤er-

ent normalizations pin down di¤erent points along the identi�ed direction. Once more, we will

discuss the empirical implications of these normalizations below.

2.2 The regression approach

Instead of explaining the cross-section of risk premia in terms of Cov (r; f), as in (2),

we could equivalently use the vector � = Cov (r; f) =V (f), which contains the slopes in the

least squares projection of r onto the linear span of 1 and f . If � = E (r) � �E(f) denotes

the corresponding vector of intercepts, the asset pricing restrictions (2) impose the parametric

constraints

cE (r) + bCov (r; f) = c�+ d� = 0;

where d = Ef[c+ b(f ��)]fg can be interpreted as the shadow cost of f . Hence, � and � must

belong to the same one-dimensional linear subspace. If we denote a basis for this subspace by

the n � 1 vector ', then we can impose the asset pricing constraint as � = �d' and � = c',

so that the normal equations become

E

24 r+ d'�c'f

(r+ d'�c'f)f

35 = 0; (3)

1Alternatively, we could work with covariances by centring r instead of f , which would require the addition of
n moment conditions that de�ne E(r). We focus on (2) because it is more popular in empirical work as it involves
fewer parameters for n > 1.

2Kan and Zhou (1999), Cochrane (2001b) and Jagannathan and Wang (2002) only study the �rst variant, but
the second one is also widely used in the literature (see e.g. Parker and Julliard (2005) or Yogo (2006)).
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where (c; d;') are the new parameters to estimate.3 As in the previous section, we can only

identify a direction in (c; d) space. Once again, the usual asymmetric normalization in empirical

work sets (1; d=c), but we could also set (c=d; 1) or indeed estimate the identi�ed direction in

terms of the polar coordinates c = sin# and d = cos# for # 2 [��=2; �=2).

Alternatively, we could start from the uncentred variant of the SDF approach in (1), which

explains the cross-section of risk premia in terms of E(fr), and re-write the �nancial market

integration restrictions using the vector � = E(fr)=E(f2), which de�nes the regression slopes

of the least squares projection of r onto the linear span of f only. Speci�cally, if � = E (r)���

denotes the mean of the uncentred projection errors, the asset pricing restrictions (1) impose

the parametric constraint

aE (r) + bE (rf) = a�+ d� = 0;

since d = E [(a+ bf) f ]. Hence, � and � must also belong to the same one dimensional subspace.

If we denote a basis for this subspace by the n� 1 vector %, then we can impose this constraint

as � = �d% and � = a%, so that the appropriate moment conditions would be

E

24 r+ %d� a%f
(r� a%f) f

35 = 0; (4)

with (a; d;%) as the parameters to estimate. Once again, we can only identify a direction in

(a; d) space, and the obvious asymmetric normalization would be (1; d=a).

Given that (3) relies on covariances and (4) on second moments, we refer to these moment

conditions as the centred and uncentred versions of the regression approach, respectively. How-

ever, since we are not aware of any empirical study based on (4), we shall not consider these

moments conditions henceforth.

3 Traded factors

3.1 Moment conditions and parameters

Let us assume that the pricing factor f is itself the excess return on another asset, such as

the market portfolio in the CAPM.4 As forcefully argued by Shanken (1992), Farnsworth et al.

(2002) and Lewellen, Nagel and Shanken (2010) among others, the pricing model applies to f

too, which means that

E [(a+ bf) f ] = 0: (5)

3An alternative, equivalent version of the second group of moment conditions in (3) would be E[(r + d' �
c')(f ��)] = 0, which would require the addition of the moment condition E(f ��) = 0 to de�ne �. Theoretical
and Monte Carlo results for these alternative moments are available on request.

4 It is important to mention that our assets could include managed portfolios. Similary, the factor could also
be a scaled version of a primitive excess return to accommodate conditioning information; see the discussion in
chapter 8 of Cochrane (2001a).
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The uncentred SDF approach relies on the n+1 moment conditions (1) and (5) once we choose

a normalization for (a; b). As we mentioned before, the normalization could be asymmetric

or symmetric. The latter relies on the directional coordinate  , while the former is typically

implemented by factoring a out of the pricing conditions, leaving � = �b=a as the only unknown

parameter. Given moment condition (5), we will have that

� = � cot = �



; (6)

where 
 is the second moment of f , which allows us to interpret � as a �price of risk� for the

factor.

Similarly, the centred SDF approach works with the n+ 2 moment conditions (2) and

Ef[c+ b (f � �)]fg = 0: (7)

Again, the normalization could be asymmetric or symmetric. The latter will make use of the

polar coordinate �, while the former is typically implemented by factoring c out of the pricing

conditions, leaving � = �b=c and � as the only unknown parameters. Either way, we can use

moment condition (7) to show that:

� = � cot � = �

�2
; (8)

where �2 = 
 � �2 denotes the variance of f , which means that � also has a �price of risk�

interpretation.

When the risk factor coincides with the excess returns on a traded asset, its shadow cost

d must coincide with its actual cost, which is 0. If we impose this constraint in the moment

conditions (3), then the centred regression approach reduces to the 2n overidenti�ed moment

conditions

E

24 r� �f

(r� �f) f

35 = 0; (9)

where the n unknown parameters are the elements of � because the regression intercepts must

be 0 (see MacKinlay and Richardson (1991)).5 As a result, the slope coe¢ cients coincide with

both Cov(r;f)=V (f) and E(rf)=E(f2) when (1) and (5) hold, so that the uncentred and centred

variants of the regression (or beta) approach are identical in this case. The regression method

identi�es � with the expected excess return of a portfolio whose �beta� is equal to 1. Thus,

this parameter represents a �factor risk premium�when f is traded. To estimate it, we can add

f � � to (9), as in (2), and simultaneously estimate � and �.
5These moment conditions con�rm the result in Chamberlain (1983b) that says that a+ bf will constitute an

admissible SDF if and only if f lies on the mean-variance frontier generated by f and r. Then, the well-known
properties of mean-variance frontiers imply that the least squares projection of r onto the linear span generated
by a constant and f should be proportional to f .
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Under standard regularity conditions (more on this in section 4.4), all three overidentifying

restrictions (J) tests will follow an asymptotic chi-square distribution with n degrees of freedom

when the corresponding moments are correctly speci�ed.

The overidenti�cation tests are regularly complemented by three standard evaluation mea-

sures. Speci�cally, we can de�ne Jensen�s alphas as E (r)��E (f) for the regression method, as

well as the �pricing errors�associated to the uncentred SDF representation, E (r)�E (rf) �, and

the centred SDF representation, E (r)�E[r (f � �)]� . In population terms, these three pricing

errors coincide. In particular, they should be simultaneously 0 under the null hypothesis.

3.2 Numerical equivalence results

As we mentioned in the introduction, Kan and Zhou (1999, 2002), Cochrane (2001b), Ja-

gannathan and Wang (2002), Burnside (2012) and Kan and Robotti (2008) compare some of

the aforementioned approaches when researchers rely on traditional, two-step or iterated GMM

procedures. In contrast, we show that all the methods coincide if one uses instead single-step

procedures such as CU-GMM, which we describe in appendix F. More formally:

Proposition 1 If we apply single-step procedures to the uncentred SDF method based on the
moment conditions (1) and (5), the centred SDF method based on the moment conditions (2)
and (7), and the regression method based on the moment conditions (9), then for a common
speci�cation of the characteristics of the HAC weighting matrix the following numerical equiva-
lences hold for any �nite sample size:
1) The overidenti�cation restrictions (J) tests regardless of the normalization used.
2) The direct estimates of (a; b) from (1) and (5), their indirect estimates from (2) and (7) that
exploit the relationship c = a+ b�, and the indirect estimates from (9) extended to include (�; 
)
which exploit the relationship a�+ b
 = 0 when we use symmetric normalizations or compatible
asymmetric ones. Analogous results apply to (c; b) and �.
3) The estimates of Jensen�s alphas E (r)��E (f) obtained by replacing E (�) by an unrestricted
sample average and the elements of � by their direct estimates obtained from the regression
method, and the indirect estimates obtained from SDF methods with symmetric normalizations
and compatible asymmetric ones extended to include �. Analogous results apply to the alternative
pricing errors of the uncentred and centred SDF representations.

Importantly, these numerical equivalence results do not depend in any sense on the number

of assets or indeed the number of factors, and remain true regardless of the validity of the asset

pricing restrictions. In order to provide some intuition, imagine that for estimation purposes

we assumed that the joint distribution of r and f is i:i:d: multivariate normal. In that context,

we could test the mean-variance e¢ ciency of f by means of a likelihood ratio (LR) test. We

could then factorize the joint log-likelihood function of r and f as the marginal log-likelihood

of f , whose parameters � and �2 would be unrestricted, and the conditional log-likelihood of

r given f . As a result, the LR version of the original Gibbons, Ross and Shanken (1989) test

would be numerically identical to the LR test in the joint system irrespective of the chosen

parameterization. The CU-GMM overidenti�cation test, which implicitly uses the Gaussian
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scores as in�uence functions, inherits the invariance of the LR test. The advantage, though,

is that we can make it robust to departures from normality, serial independence or conditional

homoskedasticity.

From a formal point of view, the equivalence between the two SDF approaches is a direct con-

sequence of the fact that single-step procedures are numerically invariant to normalization, while

the additional, less immediate results relating the regression and SDF approaches in proposition

1 follow from the fact that those GMM procedures are also invariant to reparameterizations and

parameter dependent linear transformations of the moment conditions (see again appendix F).6

3.3 Starting values and other implementation details

One drawback of CU-GMM and other GEL estimators is that they involve a non-linear

optimization procedure even if the moment conditions are linear in parameters, which may

result in multiple local minima. In this sense, the uncentred SDF method has a non-trivial

computational advantage because it contains a single unknown parameter.7 At the same time,

one can also exploit the numerical equivalence of the di¤erent approaches covered in proposition

1 to check that a global minimum has been reached. Likewise, one could also exploit the

numerical equivalence of the Euclidean empirical likelihood and CU-GMM estimators of the

model parameters (see Antoine, Bonnal and Renault (2006)). A much weaker convergence test

is the fact that the value of the criterion function at the CU-GMM estimators cannot be larger

than at the iterated GMM estimators, which do not generally coincide (see Hansen, Heaton and

Yaron (1996)).

In any case, it is convenient to have good initial parameter values. For that reason, we

propose to use as starting value a computationally simple intuitive estimator that is always

consistent, but which would become e¢ cient for i:i:d: elliptical returns, a popular assumption

in �nance because it guarantees the compatibility of mean-variance preferences with expected

utility maximization regardless of investors� preferences (see Chamberlain (1983a) and Owen

and Rabinovitch (1983)):

Lemma 1 If (rt; ft) is an i.i.d. elliptical random vector with bounded fourth moments and the
null hypothesis of linear factor pricing holds, then the most e¢ cient GMM estimator of � = �b=a
obtained from (1) and (5) will be given by

_�T =

PT
t=1 ftPT
t=1 f

2
t

: (10)

6Empirical researchers sometimes report the cross-sectional (squared) correlation between the actual and model
implied risk premia. Proposition 1 trivially implies that they would also obtain a single number for each of the
three approaches if they used single-step GMM.

7This advantage becomes more relevant as the number of factors k increases because the centred SDF method
requires the additional estimation of k factor means and the regression method the estimation of n � k factor
loadings.
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Intuitively, this means that in those circumstances (5), which is the moment involving f ,

exactly identi�es the parameter �, while (1), which are the moments corresponding to r, provide

the n overidenti�cation restrictions to test. Although the elliptical family is rather broad (see

Fang, Kotz and Ng (1990)), and includes the multivariate normal and Student t distribution as

special cases, it is important to stress that _�T will remain consistent under linear factor pricing

even if the assumptions of serial independence and ellipticity are not totally realistic in practice.8

A rather di¤erent justi�cation for (10) is that it coincides with the GMM estimator of � that

we would obtain from (1) and (5) if we used as weighting matrix the second moment of the

vector of excess returns x = (f; r0)0. Speci�cally, (10) minimizes the sample counterpart to the

Hansen and Jagannathan (1997) distance

E [(1� �f)x]0
�
E
�
xx0
���1

E [(1� �f)x]

irrespective of the distribution of returns and the validity of the asset pricing model.

Hansen, Heaton and Yaron (1996) also indicate that CU-GMM occasionally generates ex-

treme estimators that lead to large pricing errors with even larger variances. In those circum-

stances, we would suggest the imposition of good deal restrictions (see Cochrane and Saa-Requejo

(2000)) to rule out implausible results.9

4 Non-traded factors

4.1 Moment conditions and parameters

Let us now consider situations in which f is either a scalar non-traded factor, such as the

growth rate of per capita consumption, or the empirical researcher ignores that it is traded. The

main di¤erence with the analysis in section 3 is that the pricing equations (5) and (7) are no

longer imposed, so that the SDF is de�ned by (1) or (2) only. Similarly, the regression approach

relies on (3) or (4) without the additional parametric constraint d = 0 implied by a traded

factor. Obviously, the resulting reduction in the number of moment conditions or constraints

yields a reduction in the degree of overidenti�cation, which becomes n� 1.
8We can also prove that we obtain an estimator of � that is asymptotically equivalent to (10) if we follow

Spanos (1991) in assuming that the so-called Haavelmo distribution, which is the joint distribution of the T (n+1)
observed random vector (r1; f1; : : : ; rt; ft; : : : ; rT ; fT ), is an a¢ ne transformation of a scale mixture of normals,
and therefore elliptical. Intuitively, the reason is that a single sample realization of such a Haavelmo distribution
is indistinguishible from a realization of size T of an i:i:d: multivariate normal distribution for (rt; ft).

9Speci�cally, given that we know from Hansen and Jagannathan (1991) that

S2 � E2(m)=V (m) = R2;

where S is the maximum attainable Sharpe ratio of any portfolio of the assets under consideration, and R2 is the
coe¢ cient of determination in the (theoretical) regression of f on a constant and the tradeable assets, one could
estimate the linear factor pricing model subject to implicit restrictions that guarantee that the values of S or the
coe¢ cient of variation of m computed under the null should remain within some loose but empirically plausible
bounds. In the case of traded factors both these bounds should coincide because R2 = 1.
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Nevertheless, we can still provide a �price of risk� interpretation to some parameters, but

this time in terms of factor mimicking portfolios. In particular, (6) is replaced by

� = � cot = E(r+)

E(r+2)
; (11)

where

r+ = E(fr0)E�1(rr0)r (12)

is the uncentred least squares projection of f on r. Similarly, (8) becomes

� = � cot � = E(r++)

V (r++)
; (13)

where

r++ = Cov(f; r0)V �1(r)r

is the centred least squares projection of f on r.

In turn, given that the standard implementation of the centred regression uses the asym-

metric normalization (1; d=c) in the 2n overidenti�ed moment restrictions (3), and estimates the

n+1 parameters { = �d=c and � = 'c (see Campbell, Lo and MacKinlay (1996, chap. 5)), we

can interpret � = { + � as the �factor risk premium�: the expected excess return of a portfolio

whose �beta�is equal to 1.10

Finally, the expressions for the centred and uncentred SDF pricing errors at the end of section

3 continue to be valid, while Jensen�s alphas are now de�ned as E (r)� ��.

4.2 Numerical equivalence results

As in the case of traded factors, we can show that all the approaches discussed in the

previous subsection coincide if one uses single-step methods. More formally

Proposition 2 If we apply single-step procedures to the uncentred SDF method based on the
moment conditions (1), the centred SDF method based on the moment conditions (2), and the
centred regression method based on the moment conditions (3), then for a common speci�cation
of the characteristics of the HAC weighting matrix the following numerical equivalences hold for
any �nite sample size:
1) The overidenti�cation restrictions (J) tests regardless of the normalization used.
2) The direct estimates of (a; b) from (1), their indirect estimates from (2) that exploit the
relationship c = a + b�, and the indirect estimates from (3) extended to include (�; 
) that
exploit the relationships c = a+ b� and d = a�+ b
 when we use symmetric normalizations or
compatible asymmetric ones. Analogous results apply to (c; b) and (c; d).
3) The estimates of Jensen�s alphas E (r) � �� obtained by replacing E (�) by an unrestricted
sample average and the elements of �� by their direct estimates obtained from the regression
method, and the indirect estimates obtained from SDF methods with symmetric normalizations
and compatible asymmetric ones extended to include �, 
 and �. Analogous results apply to the
alternative pricing errors of the uncentred and centred SDF representations.

10Jagannathan and Wang (2002) use ��� instead of {, and add the in�uence functions f�� and (f � �)2��2
to estimate � and �2 too. The addition of these moments is irrelevant for the estimation of { and the J test
because they exactly identify � and �2 (see e.g. pp. 196�197 in Arellano (2003) for a proof of the irrelevance of
unrestricted moments).
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Once again, we can gain some intuition by assuming that the joint distribution of r and f is

i:i:d: multivariate normal. In that context, we could test the validity of the model by means of a

LR test that compares the restricted and unrestricted criterion functions, as in Gibbons (1982).

We could then factorize the joint log-likelihood function of r and f as the marginal log-likelihood

of f , whose parameters � and �2 would be unrestricted, and the conditional log-likelihood of

r given f , which would have an a¢ ne mean and a constant variance. As a result, the LR

version of the linear factor pricing test would be numerically identical to the LR test in the

joint system irrespective of the chosen parameterization. The CU-GMM overidenti�cation test,

which implicitly uses the Gaussian scores as in�uence functions, inherits the invariance of the LR

test. The advantage, though, is that we can make it robust to departures from normality, serial

independence or conditional homoskedasticity.11 As we shall see in section 4.4, though, we can

encounter situations in which some of the popular asymmetric normalizations are incompatible

the estimates obtained with the symmetric ones.

It is important to distinguish proposition 2 from the results in Jagannathan and Wang (2002)

and Kan and Zhou (2002). These authors showed that the centred regression and uncentred SDF

approaches lead to asymptotically equivalent inferences under the null and compatible sequences

of local alternatives in single factor models. In contrast, proposition 2 shows that in fact both

SDF approaches and the regression method yield numerically identical conclusions if we work

with single-step GMM procedures. Since our equivalence result is numerical, it holds regardless

of the validity of the pricing model and irrespective of n or the number of factors.12

4.3 Starting values and other implementation details

The numerical equivalence of the di¤erent approaches gives once more a non-trivial com-

putational advantage to the uncentred SDF method, which only contains a single unknown

parameter. At the same time, one can also exploit the fact that the approaches discussed in

proposition 2 coincide to check that a global minimum has been obtained.

11Kan and Robotti (2008) also show that CU-GMM versions of the SDF approach are numerically invariant to
a¢ ne transformations of the factors with known coe¢ cients, which is not necessarily true of two-step or iterated
GMM methods. Not surprisingly, it is easy to adapt the proof of Proposition 2 to show that the regression
approach is also numerically invariant to such transformations.
12We could also consider a nonlinear SDF such as m = f� , with � unknown, so that the moments would become

E(rf�) = 0:

In this context, we can easily show that a single-step overidentifying restrictions test would be numerically
equivalent to the one obtained from the �regression�-based moment conditions

E

2664
(r� �m(f� � 
m=�m))
(r� �m(f� � 
m=�m)))f�

f� � �m
f2� � 
m

3775 = 0;
whose unkown parameters are (�;�m; �m; 
m).
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Still, it is convenient to have good initial values. For that reason, we propose a computation-

ally simple intuitive estimator that is always consistent, but which would become e¢ cient when

the returns and factors are i:i:d: elliptical, which nests the multivariate normal assumption in

Jagannathan and Wang (2002):

Lemma 2 If (rt; ft) is an i.i.d. elliptical random vector with bounded fourth moments such that
E (rtft) 6= 0 and the null hypothesis of linear factor pricing holds, then the most e¢ cient GMM
estimator of � = �b=a obtained from (1) will be given by

��T =

PT
t=1 r

+
tPT

t=1 r
+2
t

(14)

where r+t is the uncentred factor mimicking portfolio de�ned in (12), whose sample counterpart
would be

~r+t =

 
TX
s=1

fsr
0
s

! 
TX
s=1

rsr
0
s

!�1
rt:

Once again, it is important to stress that the feasible version of (14) will remain consistent

under linear factor pricing even if the assumptions of serial independence and a multivariate

elliptical distribution are not totally realistic in practice.

Importantly, (14) also coincides with the GMM estimator of � that we would obtain from (1)

if we used as weighting matrix the second moment of the excess returns in r. In particular, the

feasible version of��T minimizes the sample counterpart to the Hansen and Jagannathan (1997)

distance

E [(1� �f) r]0
�
E
�
rr0
���1

E [(1� �f) r]

irrespective of the distribution of returns and the validity of the asset pricing model.

4.4 Problematic cases and tests to detect them

As we saw in section 2, the existence of a unique (up to scale) a¢ ne SDF a + bf that

correctly prices the vector of excess returns at hand means that the n� 2 matrix with columns

E (r) and E (rf) has rank 1. Such a condition is related to the uncentred SDF approach. We

also saw in the same section that we can transfer this rank 1 condition to a matrix constructed

with E (r) and Cov (r;f), which is related to the centred SDF approach, another matrix built

from � and � in the case of the centred regression, or indeed a matrix that concatenates � and

� in an uncentred regression.

From an econometric perspective, those rank 1 matrices are important because their elements

determine the expected Jacobian of the moment conditions with respect to the parameters. As is

well known, one of the regularity conditions for standard GMM asymptotics is that the relevant

Jacobian matrix must have full column rank in the population (see Hansen (1982)).
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When the pricing factor is traded, we should add to these matrices a row whose second

element is always di¤erent from 0. This additional row ensures that all the Jacobians have full

rank when risk premia are not all simultaneously zero (see lemma G1 in appendix G).

When the pricing factor is non-traded, or treated as if it were so, all the symmetrically

normalized moment conditions also have a full column rank Jacobian as long as risk premia are

not zero (see lemma G2 in appendix G). As a result, if the additional GMM regularity conditions

are satis�ed, the unique single step overidenti�cation test associated to all of them will be

asymptotically distributed as �2n�1 under the null.
13 Moreover, the multistep overidenti�cation

tests will also share this asymptotic distribution.

In contrast, there are some special cases in which the population Jacobians of some of the

asymmetrically normalized moment conditions do not have full rank.14 Next, we study in detail

the case of an uncorrelated factor, which is the most relevant one in empirical work.

4.4.1 An uncorrelated factor

As we show in lemma G3 in appendix G, when Cov(r; f) = 0 but E(r) 6= 0 the uncentred

SDF moment conditions (1) asymmetrically normalized through the parameter � will have a full

rank Jacobian, with the �true value�being � = 1=E(f) (see also section 5.1 of Burnside (2012),

who uses the term �A-Normalization�). The centred SDF moment conditions (2) normalized

with (c=b; 1) and indeed the centred regression moment conditions (3) asymmetrically normalized

with (c=d; 1) are also well-behaved.

In contrast, (3) asymmetrically normalized in terms of { will be set to 0 with � ! 0 and

{� ! E(r), but the expected Jacobian of these moment conditions will be increasingly singular

along that path. Similarly, the moment conditions (2) asymmetrically normalized through the

parameter � , will be satis�ed as �! E(f) and � [��E(f)]! 1 (see also appendix C in Burnside

(2012), who talks about the �M-Normalization�), but again the expected Jacobian of these

moment conditions will become increasingly singular. In those circumstances, the multistep J

tests that use those problematic asymmetric normalizations will have a non-standard distribution

under the null, which will lead to substantial size distortions in large samples if we rely on the

�2n�1 critical values (see Dovonon and Renault (2013) for a thorough discussion of the properties

13This common asymptotic distribution would be shared with the Likelihood Ratio test of the asset pricing
restrictions under the assumption that the distribution of r given f is jointly normal with an a¢ ne mean and a
constant covariance matrix, which would also be invariant to reparameterization.
14 In models de�ned by linear in parameters moment conditions, rank failure of the Jacobian is tantamount to

underidenti�cation. However, as forcefully argued by Sargan (1983), there are non-linear models in which the
rank condition fails at the true values but not in their neighborhood, and yet the parameters are locally identi�ed.
In that case, we say that they are �rst-order underidenti�able. Similarly, if the expected value of the Jacobian
of the Jacobian is also of reduced rank, then the parameters are said to be second-order underidenti�able, and so
on. Obviously, if all the higher order Jacobians share a rank failure, the parameters will be locally underidenti�ed
(see also Arellano, Hansen and Sentana (2012)). In our case, the moment conditions are at most quadratic in the
parameters, so second-order underidenti�ability would be equivalent to local underidenti�ability.
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of the J test in an example of a quadratic in parameters model with rank failure of the Jacobian).

Intuitively, the reason for the di¤erential behavior of the asymmetric normalizations (1; b=a)

and (1; b=c) is the following. As illustrated in Figure 2a, the values of a and b are determined

by the intersection between the straight lines (1) and (1; b=a), which remains well de�ned even

if the risk factor is uncorrelated with the vector of excess returns. In contrast, as Cov(r; f)! 0

the lines (1; b=c) and the pricing condition in (2) cross at an increasingly higher value of b, and

eventually become parallel (see Figures 2b and 3a). For analogous reasons, one cannot �nd any

�nite value of { = �d=c that will satisfy (3) when � = c'! 0.

(FIGURE 3)

From an economic point of view, a risk factor for which Cov(r; f) = 0 is not very attractive.

The unattractiveness of f is con�rmed by the fact that the centred mimicking portfolio r++ will

be 0. In fact, it is easy to construct examples in which the true underlying SDF that prices all

primitive assets in the economy is a¢ ne in another genuine risk factor, g say, and yet any SDF

proportional to 1 � f=E(f) will be compatible with (1) for the vector of asset returns at hand

if we choose f such that it is uncorrelated with r (see Burnside (2011)). Given that the J tests

of the asset pricing conditions that do not impose the problematic asymmetric normalization

(1; b=c) will fail to reject their null, we propose a simple test to detect this special case.

It is easy to see that Cov(r; f) = 0 is equivalent to all valid SDFs a¢ ne in f having a

0 mean. Therefore, we can re-estimate the di¤erent moment conditions with this additional

restriction imposed, and compute a distance metric (DM) test, which is the GMM analogue to a

LR statistic, as the di¤erence between the criterion function under the null and the alternative.

In the case of the uncentred SDF moment conditions (1), the restriction can be imposed by

adding the moment condition

E (a+ bf) = 0 (15)

expressed in such a way that it is compatible with the chosen asymmetric or symmetric normal-

ization. Intuitively, this additional condition de�nes the expected value of the SDF, which we

then set to 0 under the null. Consequently, the DM test will follow an asymptotic �21 distribution

under the null of Cov(r; f) = 0.15

15 It is also straightforward to derive analogous distance metric tests associated to the moment conditions (2)
and (3). However, since their single-step versions are numerically identical, we shall not discuss them any further.
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4.4.2 Underidenti�cation

Unfortunately, an intrinsic problem of any asymmetric normalizations is that there is always

a con�guration of the population �rst and second moments of r and f which is incompatible

with it. For example, E(rf) = 0 will be problematic for the normalization (1; b=a) as illustrated

in Figure 3b and described in detail in appendix C.16 From an econometric point of view,

though, the truly problematic case arises when E(rf) = 0 and E(r) = 0, which in turn implies

that Cov(r; f) = 0. In this situation, the asset pricing conditions (1) trivially hold, but the

uncentred SDF parameters a and b are underidenti�ed even after normalization, which renders

standard GMM inferences invalid. Obviously, the same problem applies to all the other moment

conditions.

Following Arellano, Hansen and Sentana (2012), this problematic case can be detected with

the J test of the augmented set of 2n moment conditions

E

0@ r

fr

1A = 0;

which involve no parameters (see Manresa, Peñaranda and Sentana (2014) for further details).17

5 Empirical application

Over the last thirty years many empirical studies have rejected the hypothesis of uncovered

interest parity, which in its basic form implies that the expected return to speculation in the

forward foreign exchange market conditioned on available information should be zero. Speci�-

cally, many of those studies �nd support for the so-called the �forward premium puzzle�, which

implies that, contrary to the theory, high domestic interest rates relative to those in the for-

eign country predict a future appreciation of the home currency. In fact, the so-called �carry

trade�, which involves borrowing low-interest-rate currencies and investing in high-interest-rate

ones, constitutes a very popular currency speculation strategy developed by �nancial market

practitioners to exploit this �anomaly�(see Burnside et al. (2006)).

One of the most popular explanations among economists is that such a seemingly anomalous

pattern might re�ect a reward to the exposure of foreign currency positions to certain systematic

16Similarly, if we work with the centred regression moment conditions (3) asymmetrically normalized in terms
of (c=d; 1) and the least squares projection of r onto (the span of) 1 and f is proportional to f , so that the
nontraded factor e¤ectively behaves as if it were traded, then this normalization will not be well-behaved (see
again lemma G3). Likewise, the asymmetric normalization (a=b; 1) applied to (1) will run into di¢ culties when
E (r) = 0 but E (rf) = Cov (r;f) 6= 0. Intuitively, the reason is that admissible SDFs must be constant when
risk neutrality e¤ectively holds in the data at hand.
17See also Kan and Zhang (1999), Burnside (2012) and appendix A for the implications that other types of

identi�cation failures have for GMM procedures.
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risk factors. To study this possibility, Lustig and Verdelhan (2007) constructed eight portfolios

of currencies sorted at the end of the previous year by their nominal interest rate di¤erential

to the US dollar, creating in this way annual excess returns (in real terms) on foreign T-Bill

investments for a US investor over the period 1953-2002. Interestingly, the broadly monotonic

relationship between the level of interest rates di¤erentials and risk premia for those portfolios

captured in Figure 1 of their paper provides informal evidence on the failure of uncovered interest

rate parity.

Lusting and Verdelhan (2007) used two-pass regressions to test if some popular empirical

asset pricing models that rely on certain domestic US risk factors were able to explain the cross-

section of risk premia. In what follows, we use their data to estimate the parameters and assess

the asset pricing restrictions of the di¤erent sets of moments conditions described in previous

sections by means of two-step, iterated and CU-GMM.18 In all cases, we estimate the asymptotic

covariance matrix of the relevant in�uence functions by means of its sample counterpart, as in

Hansen, Heaton and Yaron (1996). As for the �rst-step estimators, we use the identity matrix

as initial weighting matrix given the prevalence of this practice in empirical work. Finally,

we implicitly choose the leverage of the carry trades whose payo¤s are the excess returns by

systematically expressing all returns and factors as pure numbers. This scaling does not a¤ect

CU or iterated GMM, but it a¤ects some of the two-step GMM procedures.19

5.1 Traded factor

Given that for pedagogical reasons we have only considered a single traded factor in our

theoretical analysis, we focus on the CAPM. Following Lustig and Verdelhan (2007), we take

the pricing factor to be the US market portfolio, which we also identify with the CRSP value-

weighted excess return. Table 1 contains the results of applying the di¤erent inference procedures

previously discussed to this model. Importantly, Figure G1a in appendix G, which plots the

CU-GMM criterion as a function of �, con�rms that we have obtained a global minimum.

The �rst thing to note is that the value of the CU-GMM overidenti�cation restriction statistic

is the same across �ve di¤erent variants covered by proposition 1. In contrast, there are marked

numerical di¤erences between the corresponding two-step versions of the J test. In particular,

an asymmetrically normalized version of the centred SDF approach yields a substantially higher

value, while the two symmetric SDFs and the regression variants have p-values above 50%.

These numerical di¤erences are reduced but not eliminated as we update the weighting matrix.

18We have also considered other single step procedures such as empirical likelihood and exponentially-tilted
methods, but since they yield J tests, parameter estimates and standard errors similar to their CU/Euclidean
empirical likelihood counterparts, we do not report them in the interest of space.
19 In contrast, the scale of the data does not a¤ect those two-step GMM procedures that use (10) or (14) as

�rst-step estimators instead of relying on the identity matrix.
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In particular, iterated GMM applied to symmetric centred SDF gives a test statistic similar to

CU, while its asymmetric version is still much higher.

(TABLE 1)

Table G1 in appendix G also con�rms the numerical equality of the CU-GMM estimators of

prices of risk (�, � and �) and pricing errors regardless of the approach used to estimate them, as

stated in points 2 and 3 of proposition 1. In contrast, two-step and iterated GMM yield di¤erent

results, which explains the three di¤erent columns required for each of them.20 In addition, the

magnitudes of the two-step, iterated and CU-GMM estimates of � and � are broadly the same,

while the CU-GMM estimate of � is noticeably higher than its multistep counterparts.

In any case, most tests reject the null hypothesis of linear factor pricing. Interestingly, these

rejections do not seem to be due to poor �nite sample properties of the J statistics in this

context since the F version of the Gibbons, Ross and Shanken (1989) regression test, which

remains asymptotically valid in the case of conditional homoskedasticity, also yields a p-value

of 0.3%.

The J tests reported in Table 1 can also be interpreted as DM tests of the null hypothesis of

zero pricing errors in the eight currency returns only. The rationale is as follows. If we saturate

(1) by adding n pricing errors, then the joint system of moment conditions becomes exactly

identi�ed, which in turn implies that the optimal criterion function under the alternative will

be zero.

We can also consider the DM test of the null hypothesis of zero pricing error for the traded

factor. Once again, the criterion function under the null takes the value reported in Table 1.

Under the alternative, though, we need to conduct a new estimation. Speci�cally, if we saturate

the moment condition (5) corresponding to the traded factor by adding a single pricing error,

then the exact identi�ability of this modi�ed moment condition means that the joint system

of moment conditions e¤ectively becomes equivalent to another system that relies on (1) only.

Treating the excess return on the US stock market as a nontraded factor delivers a CU-GMM

J test of 6:87 (p-value 0:44). Hence, the CAPM restrictions are not rejected when we do not

force this model to price the market, although the estimated � is negative. In contrast, the DM

test of zero pricing error for the traded factor, which is equal to the di¤erence between this J

20The implied estimate of � from the uncentred SDF approach also di¤ers between two-step and iter-
ated GMM (0.139 vs. 0.150), which are in turn di¤erent from the sample mean of f . The reason is
that GMM equates to zero the average of the sample analogue of the orthogonalized in�uence function
(f � �) � E [(f � �)mr]

�
E
�
m2rr0

���1
(mr), (assuming i:i:d: observations) where m = 1 � �f , rather than the

average of f � �. This residual depends on the estimate of �, which di¤ers between two-step and iterated GMM
(4.455 vs. 4.534).
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statistic and the one reported in Table 1, is 12:09, with a tiny p-value. Therefore, the failure of

the CAPM to price the US stock market portfolio provides the clearest source of model rejection,

thereby con�rming the relevance of the recommendation in Shanken (1992), Farnsworth et al.

(2002) and Lewellen, Nagel and Shanken (2010).

Importantly, these DM tests avoid the problems that result from the degenerate nature of the

joint asymptotic distribution of the pricing error estimates recently highlighted by Gospodinov,

Kan and Robotti (2012). This would be particularly relevant in the elliptical case because the

moment condition (5) coincides with the optimal one in view of lemma 1.

5.2 Non-traded factor

Let us now explore a linearized version of the CCAPM, which de�nes the US per capita

consumption growth of nondurables as the only pricing factor. Table 2 displays the results from

the application of the di¤erent inference procedures previously discussed for the purposes of

testing this model. Once again, Figure G1b in appendix G, which plots the CU-GMM criterion

as a function of �, con�rms that we have obtained a global minimum.

In this case, the common CU-GMM J test (5:66, p-value 58%) does not reject the null

hypothesis implicit in (1), (2) or (3), which is in agreement with the empirical results in Lustig

and Verdelhan (2007). This conclusion is con�rmed by a p-value of 83.9% for the test of the same

null hypothesis computed from the regression using the expressions in Beatty, LaFrance and Yang

(2005). Their F -type test is asymptotically valid in the case of conditional homoskedasticity,

and may lead to more reliable inferences in �nite samples.

In contrast, there are important numerical di¤erences between the standard two-step GMM

implementation of the �ve approaches, which lead to diverging conclusions at conventional sig-

ni�cance levels. Speci�cally, while the asymmetric centred SDF approach rejects the null hy-

pothesis, its symmetric version does not, with p-values of almost zero and 47%, respectively.

These numerical di¤erences are attenuated when we use iterated GMM procedures, but the

contradicting conclusions remain.

(TABLE 2)

In contrast, when we look at the uncentred SDF (both symmetric and asymmetric variants)

and regression approaches, the multistep GMM procedures yield results closer to CU-GMM. In

particular, the two-step and iterated versions of the J test of the centred regression are closer

to its uncentred SDF counterpart than to the centred SDF one. The reason is that in (3) we do

not need to rescale the in�uence functions when we switch from the asymmetric normalization
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(1; d=c) to (c=d; 1). Therefore, both normalizations are numerically equivalent not only with

CU-GMM but also with two-step and iterated GMM. In contrast, in the centred SDF moments

(2) we rescale the in�uence functions as we switch from the asymmetric normalization (1; b=c)

to (c=b; 1).

Table G2 in appendix G also con�rms the numerical equality of the CU-GMM estimators of

prices of risk (�, � and �) and pricing errors regardless of the approach used to estimate them,

as expected from points 2 and 3 of proposition 2. In contrast, two-step and iterated GMM yield

di¤erent results. In this case, all the estimates of � and � are fairly close, but the CU-GMM

estimate of � is much higher than its multistep counterparts. However, the directional estimates

based on � in the symmetric variant of the centred SDF approach behave very similarly across

the di¤erent GMM implementations. Therefore, we can conclude that a very important driver

of the di¤erences between test statistics and parameter estimates is the normalization chosen,

possibly even more than the use of centred or uncentred moments, or indeed the use of CU or

iterated GMM.

The discrepancies that we observe suggest that we may have encountered one of the prob-

lematic situations described in section 4.4. The hypothesis of zero risk premia is clearly rejected

with a J statistic of 39:97, whose p-value is e¤ectively 0. Therefore, there are statistically

signi�cant risk premia in search of pricing factors to explain them. Similarly, the hypothesis

of underidenti�cation in section 4.4.2 is also rejected with a statistic of 53:04 and a negligible

p-value, which con�rms that the parameters appearing in (1), (2) and (3) are point identi�ed

after normalization.

Nevertheless, there is little evidence against the hypothesis of a zero mean SDF. Speci�cally,

the DM test introduced in section 4.4.1 yields 2:73 and a p-value of almost 10%. The relevance

of this p-value is reinforced by the �ndings of a Monte Carlo experiment reported in the next

section, which suggest that this test tends to overreject.

It is worth noting that CU-GMM proves once again useful in unifying the empirical results

in this context because the joint overidenti�cation test of (1) and (15), which trivially coincides

with the sum of the DM test of a SDF with zero mean and the J test of the CCAPM pricing

restrictions, is numerically equivalent to a test of the null that all the betas are 0, whose p-value

is 36%. For analogous reasons, we obtain the same J test whether we regress r on f or f on r.

This lack of correlation does not seem to be due to excessive reliance on asymptotic distributions,

because it is corroborated by a p-value of 81.7% for the F test of the second univariate regression,

which like the corresponding LR test, is also invariant to exchanging regressand and regressors.

As explained by Savin (1983) using results from Sche¤é (1953), the joint test of an uncorrelated
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factor is e¤ectively testing that any portfolio formed from the eight currency portfolios has

zero correlation with US consumption growth (see also Gibbons, Ross and Shanken (1989) for a

closely related argument). Obviously, if we computed t-tests between every conceivable portfolio

and consumption growth, a non-negligible fraction of them will be statistically signi�cant, so the

usual trade o¤ between power and size applies (see Lustig and Verdelhan (2011) and Burnside

(2011) for further discussion of this point). In any case, the number of portfolios must be strictly

larger than the number of pricing factors for (1) to have testable implications.

In summary, the fact that we cannot reject the asset pricing restrictions implicit in (1), (2)

or (3) must be interpreted with some care. In this sense, the CCAPM results are very similar to

the ones described at the end of the previous subsection when we treated the market portfolio

as non-traded. This is not very surprising given that the correlations between the eight currency

portfolios and the excess returns on the US market portfolio and consumption growth are of

similar order.

6 Monte Carlo

In this section we report the results of some simulation experiments based on a linear factor

pricing model with a nontraded factor. In this way we assess the reliability of the empirical

evidence on the CCAPM we have obtained in section 5.2. Given that the number of mean,

variance and correlation parameters for eight arbitrage portfolios and a risk factor is rather

large, we have simpli�ed the data generating process (DGP) as much as possible, so that in the

end we only had to select a handful of parameters with simple interpretation; see appendix D

for details.

We consider two di¤erent sample sizes: T = 50 and T = 500 and three designs (plus a fourth

one in appendix C). In the �rst two, there is a valid SDF a¢ ne in the candidate risk factor, which

gives rise to a 0 Hansen-Jagannathan distance, while in the third one, a second risk factor would

be needed. In the interest of space, we only report results for the combination of normalizations,

moments and initial conditions that we have analyzed in the empirical application. In view

of the discussion of Table 2 in section 5, in the case of the multistep regression estimators

we systematically computed the two asymmetric normalizations (1; d=c) and (c=d; 1) mentioned

in section 2, and kept the results that provided the lower J statistic. We did so because the

regression criterion function very often fails to converge in the neighborhood of � = 0 (or � = 0)

even when the population values of those parameters are far away.

Although we are particularly interested in the �nite sample rejection rates of the di¤erent

versions of the overidenti�cation test of the asset pricing restrictions and DM tests of the prob-
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lematic cases, we also look at the distribution of the estimators of the di¤erent prices of risk.

To do so, we have created �bicorne plots�, which combine a kernel density estimate on top of a

box plot. We use vertical lines to describe the median and the �rst and third quartiles, while

the length of the tails is one interquartile range. The common vertical line, if any, indicates the

true parameter value.

6.1 Baseline design

We set the mean of the risk factor to 1 in order to distinguish between centred and uncentred

second moments in our experiment. We also set its standard deviation to 1 without loss of

generality. Finally, we set the maximum Sharpe ratio achievable with excess returns to 0.5 and

choose the R2 of the regression of the factor on the excess returns to be 0.1. As in Burnside�s

(2012) related simulation exercise, all the underlying random variables are independent and

identically distributed over time as multivariate Gaussian vectors.

We report the rejection rates of the di¤erent overidenti�cation tests that rely on the critical

values of a chi-square with 7 degrees of freedom in Tables 3 (T = 50) and G3 (T = 500). Given

that the performance of two-step and iterated GMM is broadly similar, we will focus most of

our comments on their di¤erences with CU.

(TABLE 3)

The most striking feature of those tables is the high rejection rates of the multistep J tests

of the centred SDF moment conditions (2) asymmetrically normalized in terms of � . These

substantial overrejections are surprising since in this design the population Jacobians have full

rank by construction. As expected, the size distortions are mitigated when T = 500, but the

di¤erences with the other tests still stand out. The Monte Carlo results in Burnside (2012)

indicate a lower degree of over-rejection for the same moment conditions, which is probably due

to the use of a sequential GMM procedure that �xes the factor mean to its sample counterpart.

His implementation is widely used in the literature because of its linearity in � when combined

with multiple step GMM (see e.g. section 13.2 in Cochrane (2001a)), although Parker and

Julliard (2005) and Yogo (2006) use optimal GMM in this context.

In contrast, the behavior of the multistep implementations of the J test of the centred SDF

moment conditions (2) with a symmetric normalization is similar to the uncentred SDF and

regression tests.

Tables 3 and G3 also report DM tests of the null hypothesis of an uncorrelated factor that

we derived in section 4.4.1. As expected, we �nd high rejection rates, especially for T = 500.

23



As for the parameter estimators, the bicorne plots for the prices of risk in Figures 4 indicate

that the three GMM estimators of � and � are rather similar for T = 50. In contrast, the CU

estimates of � are more disperse than their multistep counterparts, which on the other hand

show substantial biases.

(FIGURE 4)

When the sample size increases to T = 500, CU and the other GMM implementations behave

very similarly except for � (see Figure G2).

6.2 Uncorrelated factor

In this case, we reduce the R2 of the regression of the pricing factor on the excess returns

all the way to 0, but leave the other DGP characteristics unchanged.

Tables 4 and G4 report the rejection rates for this design. Once again the most striking

feature is the high rejection rates of the multistep J tests of the centred SDF moment conditions

(2) asymmetrically normalized in terms of � . Unlike what happens in the baseline design, though,

those rejection rates do not converge to the nominal values for T = 500, which is not surprising

given the failure of the GMM regularity conditions discussed in section 4.4.1 (see also Burnside

(2012) for related evidence). In contrast, CU tends to underreject slightly for T = 50 but the

distortion disappears with T = 500. As for the other J tests, they usually have rejection rates

higher than size, especially the asymmetric uncentred SDF version.

(TABLE 4)

Table 4 also reports the DM test of the null hypothesis of an uncorrelated factor, which is

true in this design. We �nd that the rejection rates are too high in the case of the zero SDF

mean null when T = 50, but they converge to the nominal size for T = 500 in Table G4. We

leave for further research the use of bootstrap methods to improve the �nite sample properties

of the DM tests.

The bicorne plots for the prices of risk shown in Figures 5 and G3 clearly indicate that the

biggest di¤erence across the GMM implementations corresponds to � . In this sense, the sampling

distribution of the CU estimator seems to re�ect much better the lack of a �nite true parameter

value. In contrast, both two-step and iterated GMM may give the misleading impression that

there is a �nite true value when T = 50, and they still generate a bimodal bicorne plot with a
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substantially lower dispersion when the sample size increases to T = 500 (see Hillier (1990) for

related evidence in the case of single equation IV). In addition, all the estimators of � show clear

bimodality, which again re�ects that this parameter does not have a �nite true value either.

(FIGURE 5)

On the other hand, the three GMM estimators of � behave reasonably well. Regarding  

and �, the CU estimators are more disperse, but once again they avoid the biases that plague

the multistep estimators.

6.3 A missing risk factor

So far we have seen that GMM asymptotic theory provides a reliable guide for the CU version

of the J test when the moment conditions hold, and the same applies to the CU parameter

estimator when there exists a �nite true value. In contrast, standard asymptotics seems to o¤er a

poor guide to the �nite sample rejection rates of the tests that rely on two step and iterated GMM

applied to asymmetric normalizations, even in non-problematic cases. In addition, the sampling

distributions of the multistep parameter estimators fail to properly re�ect the inexistence of a

�nite parameter value in problematic cases, unlike what happens with single step estimators.

But it is also of interest to analyze the behavior of the di¤erent testing procedures when in

e¤ect the true SDF that prices all primitive assets in the economy depends on a second factor

that the econometrician does not consider. To capture this situation, we simply change the

baseline design by setting the Hansen-Jagannathan distance to 0.2.

Table 5 reports the rejection rates of the versions of the J tests that we have considered

all along in this third design. Given the size distortions documented for the baseline case, it

is not surprising that the CU test has lower rejection rates than the multistep tests, with the

asymmetric centred SDF versions standing out again. However, the rejection rates become very

similar once we adjust them for their nominal sizes under the null.

(TABLE 5)

Although those size-adjusted rates suggest low power, this is mostly due to the rather small

value of the Hansen-Jagannathan distance we have chosen and the small sample size. For the

same Hansen-Jagannathan distance, the rejection rates become very high when T = 500 (see

Table G5). Moreover, the raw rejection rates of the di¤erent tests are similar for T = 500, which

re�ects the smaller size distortions in large samples.
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7 Conclusions

There are two main approaches to evaluate linear factor pricing models in empirical �nance.

The oldest method relies on regressions of excess returns on factors, while the other more recent

method relies instead on the SDF representation of the model. In turn, there are two variants

of each approach, one that uses centred moments and another one which does not. In addition,

an empirical researcher has to choose a speci�c normalization, and she can also transform her

moment conditions to improve their interpretation or eliminate some exactly identi�ed parame-

ters. Given that such an unexpectedly large number of di¤erent procedures may lead to di¤erent

empirical conclusions, it is perhaps not surprising that there has been some controversy about

which approach is most adequate.

In this context, our paper shows that if we use single step methods such as CU-GMM instead

of standard two-step or iterated GMM procedures, then all these procedures provide the same

estimates of prices of risk, overidentifying restrictions tests, and pricing errors irrespective of

the validity of the model, and regardless of the number asset payo¤s and the sample size. In

this way, we eliminate the possibility that di¤erent researches report potentially contradictory

results with the same data set.

Our numerical equivalence results hold for any combination of traded and non-traded factors.

We also show that if one uses single step methods, the empirical evidence in favour or against a

particular valuation model is not a¤ected by the addition of an asset with non-zero cost for the

purposes of pinning down the scale of the SDF. Thus, we would argue that in e¤ect there is a

single optimal GMM procedure to empirically evaluate asset-pricing models.

For the bene�t of practitioners, we also develop simple, intuitive consistent parameter esti-

mators that can be used to obtain good initial conditions for single step methods, and which

will be e¢ cient for elliptically distributed returns and factors. Interestingly, these consistent

estimators also coincide with the GMM estimators recommended by Hansen and Jagannathan

(1997), which use as weighting matrix the second moment of returns.

Importantly, we propose several distance metric tests that empirical researchers should sys-

tematically report in addition to the J test to detect those situations in which the moment

conditions are compatible with SDFs that are unattractive from an economic point of view.

In particular, we propose tests of the null hypotheses that the mean of the SDF is 0, which

corresponds to a risk factor uncorrelated with the vector of excess returns, and the intercept of

the SDF is 0, which arises with orthogonal factors.

We illustrate our results with the currency portfolios constructed by Lustig and Verdelhan

(2007). We consider some popular linear factor pricing models: the CAPM and linearized
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versions of the Consumption CAPM, including the Epstein and Zin (1989) model in appendix

A. Our �ndings clearly point out that the con�ict among criteria for testing asset pricing

models that we have previously mentioned is not only a theoretical possibility, but a hard

reality. Nevertheless, such a con�ict disappears when one uses single step methods.

A di¤erent issue, though, is the interpretation of the restrictions that are e¤ectively tested.

In this sense, our results con�rm Burnside�s (2011) suggestion that the discrepancies between

traditional estimators are due to the fact that the US domestic risk factors seem poorly correlated

with currency returns. In this regard, we �nd that if we force the CAPM to price the market

portfolio, then we reject the asset pricing restrictions.

Nevertheless, the numerical coincidence of the di¤erent procedures does not necessarily imply

that single step inferences are more reliable than their multistep counterparts. For that reason,

we also conduct a detailed simulation experiment which shows that GMM asymptotic theory

provides a reliable guide for the CU version of the J test when the moment conditions hold, and

the same applies to the CU parameter estimator when there exists a �nite true value. In fact,

the same is true of all GMM implementations based on symmetric normalizations. In contrast,

standard asymptotics seem to o¤er a poor guide to the �nite sample rejection rates of those tests

that rely on two-step and iterated GMM applied to asymmetric normalizations, even in non-

problematic cases. In addition, the sampling distributions of the multistep parameter estimators

fail to properly re�ect the inexistence of a �nite parameter value in problematic cases, unlike

what happens with single step estimators.

From the econometric point of view, it would be useful to study in more detail possible ways

of detecting the identi�cation failures in asset pricing models with multiple factors discussed

by Kan and Zhang (1999) and many others. In a follow up project (Manresa, Peñaranda and

Sentana (2014)), we are currently exploring the application to linear factor pricing models of

the underidenti�cation tests recently proposed by Arellano, Hansen and Sentana (2012).

From the empirical point of view, an alternative application of our numerical equivalence

results would be the performance evaluation of mutual and hedge funds. This literature can also

be divided between papers that rely on regression methods, such as Kosowski et al. (2006), and

papers that rely on SDF methods, such as Dahlquist and Soderlind (1999) and Farnsworth et

al. (2002).

Undoubtedly, both these topics constitute interesting avenues for further research.
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Appendices

A Extensions

Mixed factors

Theoretical discussion

Let us consider a model with two pricing factors in which f1 is traded, such as the market

portfolio, and f2 is nontraded, such as the growth rate of per capita consumption. An important

example would be the linearized CCAPM with Epstein and Zin (1989) preferences. To avoid

trivial situations, we assume that the linear span of (1; f1; f2) is of dimension 3, which is the

multifactor counterpart to the assumption V (f) > 0 in single factor models.

Aside from dealing with several factors, the main di¤erence with the analysis in the previous

sections is that while f1 must satisfy the pricing equation (5), f2 does not. As a result, the

uncentred SDF approach will be de�ned by the n+ 1 moment restrictions:

E

24 (a+ b1f1 + b2f2) r

(a+ b1f1 + b2f2) f1

35 = 0: (A1)

These conditions must be supplemented by some scaling of the vector (a; b1; b2), such as a sym-

metric normalization in terms of spherical coordinates or an asymmetric one like (1; b1=a; b2=a),

both of which leave two free parameters to estimate.

The centred SDF approach relies on the n+ 3 moment conditions:

E

8>>>>>><>>>>>>:

[c+ b1 (f1 � �1) + b2 (f2 � �2)] r

[c+ b1 (f1 � �1) + b2 (f2 � �2)] f1
f1 � �1
f2 � �2

9>>>>>>=>>>>>>;
= 0; (A2)

which again requires a normalization, leaving two free parameters to estimate in addition to the

two factor means.

In turn, the centred regression approach can be written in terms of the following 3n moment

conditions:

E

26664
r� �1f1 + d'�c'f2

(r� �1f1 + d'�c'f2)f1
(r� �1f1 + d'�c'f2)f2

37775 = 0; (A3)

where there are 2n+ 1 free parameters to estimate after normalizing (c; d).

We can extend the proofs of Propositions 1 and 2 to show that all these three approaches

numerically coincide if one uses single-step methods. Moreover, lemma G4 in appendix G shows

that all the symmetrically normalized variants of the moment conditions in this section also
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have a full column rank Jacobian when risk premia are not all zero and the traded factor alone

cannot explain them. As a result, if the other GMM regularity conditions are satis�ed, both

the unique single step overidenti�cation test and the corresponding multistep overidenti�cation

tests will be asymptotically distributed as �2n�1 under the null.

In contrast, there are some special cases analogous to the ones discussed in section 4.4.1

and appendix C in which the Jacobians of some of the asymmetrically normalized moment

conditions do not have full rank (see lemma G5 in appendix G). For example, the counterpart

to an uncorrelated factor would arise when the residual of projecting f2 on a constant and f1 is

not correlated with r. In that case, all valid SDFs a¢ ne in (f1; f2) would also have a 0 mean.

Therefore, if we were using the uncentred SDF moment conditions (A1), we could detect this

problematic situation by means of a DM test of the additional restriction

E (a+ b1f1 + b2f2) = 0

expressed in such a way that it is compatible with the asymmetric or symmetric normalization

used.

Finally, we may also �nd underidenti�ed situations analogous to the one described in section

4.4.2 (see Manresa, Peñaranda and Sentana (2014) for further details).

Empirical application

Table A1 contains the results of estimating a linearized version of the CCAPM with Epstein

and Zin (1989) preferences with the same dataset as in section 5. This amounts to identifying

f1 with the US market portfolio and f2 with US per capita consumption growth. Therefore, this

model nests both the CAPM and the CCAPM studied in section 5.

(TABLE A1)

Figure G1c in appendix G, which plots the CU-GMM criterion as a function of the vector

of uncentred risk prices �, con�rms that we have obtained a global minimum. Given that the

common CU-GMM J statistic is 4:93 with a p-value of 66:8%, this mixed factor model is not

rejected even though we attempt to price the market portfolio as in the CAPM. In addition, the

t-ratios of � show that consumption growth rather than the market portfolio seems to be the

driving force behind risk premia.

The two-step, iterated and CU-GMM implementations of the (symmetric and asymmetric)

uncentred SDF approach provide similar results, with slightly higher di¤erences for the asym-

metric centred regression method. Like in the CCAPM tests reported in section 5.2, though, the
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results of the two-step implementation of the asymmetric centred SDF approach clearly diverge

from both the CU-GMM results and its two-step symmetric normalization, with much lower

estimates of the prices of risk and a very large J statistic. Moreover, iterated GMM fails to

converge, cycling over four di¤erent solutions, which we do not report for the sake of brevity.

The wedge between the results obtained with the asymmetric centred SDF and the other

implementations may be caused by the absence of correlation between excess returns on the

currency portfolios and the residuals from regressing US consumption growth on a constant and

the excess returns on the US market (cf. section 5). If we apply the relevant DM test, we obtain

a statistic of 3:07, with a p-value of 8%. Therefore, the seemingly positive evaluation of the

consumption based asset pricing model in Table A1 must be interpreted with some care once

again.

Adding a gross return

Theoretical discussion

Many empirical studies only include assets with zero cost. As we saw in section 2, this

implies that the SDF is only identi�ed up to scale and sign changes. Let us now see what

happens if we add an asset whose cost is not 0, as in Hodrick and Zhang (2001), Farnsworth et

al. (2002), and section 7.1 of Burnside (2012).

Let us assume that our data are given by the same n� 1 vector of excess returns r, together

with an additional gross return R. We focus again on the case of a single factor f to simplify

the exposition. In this context, the relevant moment conditions are (1) plus the pricing of the

gross return

E[(a+ bf)R� 1] = 0: (A4)

Equation (A4) de�nes another straight line in (a; b) space, whose intersection with the line

de�ned by the moment conditions (1) will uniquely identify a particular point (see Figure A1a).

Therefore, it is no longer necessary to rely on an arbitrary normalization to identify the SDF.

(FIGURE A1)

Similarly, if the researcher prefers the centred SDF version of the moment conditions (2),

then she can use the additional moment

Ef[c+ b (f � �)]R� 1g = 0: (A5)

As Figure A1b shows, this generally leads to point identi�cation without any need for arbitrary

normalizations.
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In terms of centred regressions, the moment conditions will be (3), plus the two moments

that de�ne the projection of the gross return R on a constant and the risk factor:

E

24 R� �R � �Rf

(R� �R � �Rf) f

35 = 0; (A6)

where (�R; �R) are the unknown intercept and slope of the projection. Once again, we do not

need a normalization because (c; d) must satisfy the pricing constraint

1 = c�R + d�R:

Empirical researchers, though, typically divide this pricing constraint by c, so that it can be

expressed as

�R = {�R + {R;

where {R = 1=c can be interpreted as the �zero-beta�return: the expected return of a unit cost

asset whose beta with respect to the factor is 0.

If the factor itself is the excess return on a traded asset, then we should add (5) or (7) to

the set of moments as we did in section 3. Similarly, we should impose d = 0 in the regression

approach as we did in (9).

Note that in the case of the uncentred and centred SDF approaches, there is a new moment

and a new parameter to estimate, while in the case of the centred regression there are two new

moments and two new parameters. Hence, the J test will have the same number of degrees of

freedom as when we use excess returns only. In fact, it turns out that the empirical results with

and without the gross return coincide if one uses single-step methods:

Proposition 3 When we add a gross return R to the vector of n excess returns r, then single-
step GMM methods yield the same J test regardless of the normalization for a common speci�-
cation of the characteristics of the HAC weighting matrix, and irrespective of the pricing factor
being traded or not. Analogous results apply to the estimates of a, b, c and d or � for compatible
normalizations.

Therefore, single step inferences in favour or against a model are not a¤ected by the addition

of a gross return, unlike what can happen with multistep methods. We can also show that when

we add a gross return there are direct counterparts to proposition 1 and 2. As a result, single

step methods yield again numerical equivalent results for SDF and regression approaches, and

their uncentred and centred variants.

If the usual GMM regularity conditions are satis�ed (see lemma G6 in appendix G), both

the unique single step overidenti�cation test and the corresponding multistep overidenti�cation

tests will be asymptotically distributed as a �2 with the same number of degrees of freedom

under the null irrespective of whether we include R.
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In this sense, it is worth mentioning that the addition of a gross return generally solves the

inference problems associated to a nontraded factor that is either uncorrelated or orthogonal to

r. In particular, given that we no longer need to normalize the parameters c and b after the

addition of R, the Jacobian of the moment conditions (2) and (A5) with respect to (c; b; �) will

have full column rank when Cov(r; f) = 0 unless we also have Cov(R; f) = 0. Similar comments

apply to the uncentred SDF conditions when E(rf) = 0 provided that E(Rf) 6= 0.

Still, there are situations other than Cov[f; (r0; R)] = 0 and E[f(r0; R)] = 0 in which the

Jacobians of the moment conditions do not have full rank (see lemma G7 in appendix G for

further details). Intuitively, the problematic situations arise when the straight line corresponding

to (A4) in Figure A1 is parallel to the line generated by (1). We could easily develop a DM test

in the system (1) and (A4) to detect this situation.

Finally, the underidenti�ed case that we study in section 4.4.2 remains problematic after the

addition of the gross return. Although the addition of R provides an additional equation that

the parameters must satisfy, this is not enough to pin down a unique point on the (a; b) space

when the vector r does not provide any information to identify (a; b).

Empirical application

Given that an asset with nonzero cost is not readily available in the Lustig and Verdelhan

(2007) dataset, we use the Treasury bill return from Kenneth French�s web page de�ated by the

CPI from FRED as a measure of the cost of the short leg of the carry trades. This gross return

has a mean of 1.0136, a standard deviation of 0.0208, and a correlation with US consumption

growth of 25.7%, which is higher than the highest correlation of the eight currency portfolios

with consumption (19.7%). A positive correlation between those two variables is to be expected

through the usual incentives to save, even though this real gross return is not conditionally

riskless.

Table A2 reports the empirical evaluation of the CCAPM with this additional payo¤. Given

proposition 3, checking the convergence of the CU-GMM criterion is straightforward.

(TABLE A2)

In particular, the CU J test is the same as in Table 2 and the parameter estimates are also

concordant. For example, �b=a and �b=c in Table A2 coincide with � and � respectively in

Table 2. Similarly, the DM test of the null hypothesis that the SDF has 0 mean provides exactly

the same result whether or not we include a gross return.
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However, the uncentred and centred SDF approaches, which become numerically equivalent

to each other once we add a gross return, reject the model in their multistep GMM implementa-

tions. In particular, the p-value of the asymmetric uncentred SDF decreases from around 57%

in Table 2 to less than 5% in Table A2. Therefore, a naive researcher looking at these results

may conclude that the excess return data on their own did not have enough power to reject the

model, but the addition of the gross return was decisive.

Finally, given that proposition 3 also applies to a traded factor model, we have repeated the

same exercise replacing consumption growth with the excess returns on the US stock market

portfolio. As expected, the CU J statistic is still the same, unlike what happens with multistep

GMM.

B Proofs

All proofs consider the multifactor context of appendix E instead of the simplifying single

factor set up in the main text. In addition, the proofs of proposition 1, 2 and 3 do not rely on

any particular normalization since they are irrelevant for single-step methods, although some

of the asymmetric normalizations might be ill-de�ned for some problematic con�gurations, as

illustrated in section 4.4. Nevertheless, the overidenti�cation tests are always well de�ned.

In what follows we represent a set of k factors by the vector f , but maintain the assumption

that the number of assets exceeds the number of factors (n > k). We also replace the vectors �

and ' in section 2 by the n� k matrices

B =
�
�1 � � � �k

�
; P =

�
'1 � � � 'k

�
;

respectively.

Proposition 1:

In order to show that single-step methods yield numerical equivalent parameter estimators

and tests, we prove that we can write hR (r; f ;B) in (E12) and hU (r; f ; a;b) in (E10) as pa-

rameter dependent linear transformation of each other after a suitable reparameterization and

an augmentation with unrestricted moments, so that the associated criterion functions will be

numerically identical for any compatible set of parameter values. Speci�cally, let us de�ne an

extended regression system that adds the estimation of (�;�) to hR (r; f ;B):

hR (r; f ;B;�;vech (�)) =

26664
hR (r; f ;B)

f � �

vech
�
� 0 � �

�
37775 =

26666664
r�Bf

vec ((r�Bf) f 0)

f � �

vech
�
� 0 � �

�

37777775 :
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Importantly, by adding the exactly identi�ed parameters (�;vech (�)), hR (r; f ;B;�;vech (�))

will be numerically equivalent to hR (r; f ;B) in terms of both the estimates of the original

parameters B and the J test.

We are interested in parameter values that yield a nonsingular �. As a result, the system of

equations

a�+ �b = 0;

de�nes a unique value for (a;b) with a 6= 0 for any admissible normalization.

Then we can carry out the following transformations of the system hR (r; f ;B;�;vech (�))

h
aIn b0 
 In aB (b0 
B)D

i
26666664

r�Bf

vec ((r�Bf) f 0)

f � �

vech
�
� 0 � �

�

37777775 =
�
r
�
a+ b0f

��
�B [a�+ �b] = r

�
a+ b0f

�
;

where D denotes the usual duplication matrix (see Magnus and Neudecker (1988)). Similarly

h
0 0 aIk (b0 
 Ik)D

i
26666664

r�Bf

vec ((r�Bf) f 0)

f � �

vech
�
� 0 � �

�

37777775 =
�
f
�
a+ f 0b

��
� [a�+ �b] = f

�
a+ f 0b

�
:

As we mentioned before, single-step methods are numerically invariant to normalization,

bijective reparameterizations and parameter-dependent linear transformations of the moment

conditions. Therefore, for a given choice of HAC weighting matrix, those methods render the

extended regression system hR (r; f ;B;�;vech (�)) and the system

hS (r; f ; a;b;B; vech (�)) =

26666664
r (a+ f 0b)

f (a+ f 0b)

vec ((r�Bf) f 0)

vech
�
� 0 � �

�

37777775

=

0BBBBBB@
aIn b0 
 In aB (b0 
B)D

0 0 aIk (b0 
 Ik)D

0 Ink 0 0

0 0 0 Ik(k+1)=2

1CCCCCCA hR (r; f ;B;�;vech (�))
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numerically equivalent. Note that the transformation is nonsingular because the parameter

values satisfy a 6= 0. In particular, the estimates of B and vech (�) are the same, the implied

� = ��b=a is the same, and so is the J test.

Given the de�nition of hU (r; f ; a;b) in (E10), the last system can also be expressed as

hU (r; f ; a;b;B; vech (�)) =

26664
hU (r; f ; a;b)

vec ((r�Bf) f 0)

vech
�
� 0 � �

�
37775 ;

where the in�uence functions added to hU (r; f ; a;b) are exactly identi�ed for (B; vech (�)).

Thus hU (r; f ; a;b;B; vech (�)) is numerically equivalent to relying on the �rst block hU (r; f ; a;b)

in terms of both the original parameters (a;b) and the J test. Therefore, single-step methods

render the systems hR (r; f ;B) and hU (r; f ; a;b) numerically equivalent.

Given the previous arguments, it is trivial to show the numerical equivalence between the

systems hU (r; f ; a;b) in (E10) and hC (r; f ; c;b;�) in (E11) because they are related by the

reparameterization c = a + b0� and the addition of the exactly identi�ed in�uence functions

f � �.

Finally, the numerical equivalence of the pricing errors follows trivially from that of the

parameter estimators. �

Lemma 1:

We assume that the vector x = (f 0; r0)0 follows an elliptical distribution, and denote the

corresponding coe¢ cient of multivariate excess kurtosis as �, which is equal to � = 2=(� � 4)

in the case of Student t with � degrees of freedom, and � = 0 under normality (see Fang, Kotz

and Ng (1990) and the references therein for further details).

Let us order the estimating functions in (1) and (5) for a multifactor model as

h (x; �) =

24 f (1� f 0�)
r (1� f 0�)

35 =
24 h1(f ; �)

h2(r; f ; �)

35 ;
where we are using the asymmetric normalization (1; b=a). Thus, we can de�ne the relevant

Jacobian as

D = E

�
@h (x; �)

@�0

�
=

0@ �

E
�
rf 0
�
1A =

0@ D1

D2

1A :

Similarly, we can decompose the relevant asymptotic covariance matrix as

S = avar

"
1p
T

TX
t=1

h (xt; �)

#
=

0@ S11 S12

S21 S22

1A :
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If we apply lemma D1 in Peñaranda and Sentana (2012), then we �nd

S11 = !1�+ !2��
0;

!1 = (1�H) (1 + �H) ; !2 = �2 (1�H)2 +
�
3H2 � 5H+ 2

�
�;

where H = E (y)0E�1 (yy0)E (y), and

S21 = !1E
�
rf 0
�
+ !2E (r)�

0:

Thus, we only need to check that condition (C1) in lemma C1 in Peñaranda and Sentana

(2012) holds, which in our context becomes

D2D
�1
1 S11 = S21:

This restriction will be satis�ed as

D2D
�1
1 S11 = E

�
rf 0
�
��1

�
!1�+ !2��

0� = !1E
�
rf 0
�
+ !2E

�
rf 0
�
��1��0

and

!1E
�
rf 0
�
+ !2E

�
rf 0
�
��1��0 = !1E

�
rf 0
�
+ !2E (r)�

0 = S21

because E (r) = E
�
rf 0
�
��1� under the null of a valid SDF. Therefore, the linear combinations

of the moment conditions in E [h (x; �)] = 0 that provide the most e¢ cient estimators of � will

be given by

E(� 0� � f) = 0:

�

Proposition 2:

As in the proof of proposition 1, let us de�ne an extended regression system that adds the

estimation of (�;�) to the in�uence functions gR (r; f ;P; c;d) de�ned in (E15),

gR (r; f ;P; c;d;�;vech (�)) =

26664
gR (r; f ;P; c;d)

f � �

vech
�
� 0 � �

�
37775 =

26666664
r�P (cf � d)

vec ((r�P (cf � d)) f 0)

f � �

vech
�
� 0 � �

�

37777775 :

We are adding exactly identi�ed parameters (�;vech (�)), so that gR (r; f ;P; c;d;�;vech (�)) is

numerically equivalent to the in�uence functions in gR (r; f ;P; c;d) in terms of both the original

parameter estimates and the J test.
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We are interested in parameter values with a nonsingular �. Hence we can choose (a;b)

such that 0@ a

b

1A =

0@ 1 �0

� �

1A�10@ c

d

1A =

0@ c
�
1 + �0��1�

�
� �0��1d

��1 (d� c�)

1A :

Then we can compute the following n� 1 transformation of gR (r; f ;P; c;d;�;vech (�)) :

h
aIn b0 
 In P

�
acIk � db0

�
c (b0 
P)D

i
26666664

r�P (cf � d)

vec ((r�P (cf � d)) f 0)

f � �

vech
�
� 0 � �

�

37777775 =
�
r
�
a+ f 0b

��
+P

�
d
�
a+ b0�

�
� c (a�+ �b)

�
= r

�
a+ f 0b

�
:

Accordingly, we can also reparameterize (c;d) in terms of the other parameters in the second

block of in�uence functions and then construct the system

gU (r; f ; a;b;P;�;vech (�)) =

26666664
r (a+ f 0b)

vec
�
(r�P (cf � d)) (f + b)0

�
f � �

vech
�
� 0 � �

�

37777775

=

0BBBBBB@
aIn b0 
 In P

�
acIk � db0

�
c (b0 
P)D

b
 In Ink 0 0

0 0 Ik 0

0 0 0 Ik(k+1)=2

1CCCCCCA gR (r; f ;P; c;d;�;vech (�)) ;

where 0@ c

d

1A =

0@ 1 �0

� �

1A0@ a

b

1A :

Importantly, given that we are ruling out the trivial solution b = 0 and a = 0, the above

transformation is always non-singular. Hence, single step methods applied to the in�uence

functions gU (r; f ; a;b;P; �;vech (�)) will provide the same estimates and J test as applied to

gR (r; f ;P; c;d;�;vech (�)) for a speci�c choice of HAC estimator. As a result, the estimator

of (c;d) obtained from gR (r; f ;P; c;d;�;vech (�)) and (a;b) from gU (r; f ; a;b;P;�;vech (�))

coincide with their implied counterparts in the other system.

This last system can be related to the in�uence function gU (r; f ; a;b) de�ned in (E13), where

the in�uence functions that are added are exactly identi�ed for (P;�;vech (�)) given (a;b). Thus

gU (r; f ; a;b;P;�;vech (�)) is numerically equivalent to relying on r (a+ b0f) in terms of both
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the estimates of the common parameters (a;b) and the J test. Therefore, single-step methods

render the systems gR (r; f ;P; c;d) and gU (r; f ; a;b) numerically equivalent.

Given the previous arguments, it is trivial to show the numerical equivalence between the

systems gU (r; f ; a;b) in (E13) and gC (r; f ; c;b;�) in (E14) because they are related by the

reparameterization c = a + b0� and the addition of the exactly identi�ed in�uence functions

f � �.

Once again, the numerical equivalence of the pricing errors follows trivially from that of the

parameter estimators. �

Lemma 2:

As we have already mentioned, the existence of a unique (up to scale) a¢ ne SDF a + f 0b

that correctly prices the vector of excess returns at hand is equivalent to the n� (k + 1) matrix

with columns E (r) and E(rf 0) having rank k. As a result, we need E
�
rf 0
�
to have full column

rank so that we can de�ne � = �b=a with a 6= 0.

We also need to extend the results in appendix D in Peñaranda and Sentana (2012) for

elliptical distributions to the case of non-traded factors. The optimal moments are given by

the linear combinations D0S�1�hT (�). The uncentred SDF method (1) with the asymmetric

normalization (1; b=a) has the following long-run variance under the null

avar

"
1p
T

TX
t=1

�
r
�
1� f 0�

��#
=
(1 + �)H1 + 1

(H2 + 1)
2 E

�
rr0
�
� �H1 + 2 (1� �)

(H2 + 1)
2 E (r)E (r)0 ;

where H1 = �0��1� and H2 = �0��1�. This asymptotic variance represents a multifactor

extension to elliptical distributions of the Gaussian single factor computations in Jagannathan

and Wang (2002).

Given that D =�E
�
rf 0
�
for the asymmetric uncentred SDF method, the optimal moments

are then proportional to the linear transformation

E
�
fr0
� �
E
�
rr0
�
� !E (r)E (r)0

��1
; ! =

�H1 + 2 (1� �)
(1 + �)H1 + 1

:

Computing the inverse, we obtain

E
�
fr0
� �
E�1

�
rr0
�
+

!

1� !E (r)0E�1 (rr0)E (r)
E�1

�
rr0
�
E (r)E (r)0E�1

�
rr0
��

and imposing the null hypothesis E (r) = E
�
rf 0
�
�, we get

E
�
fr0
� "
E�1

�
rr0
�
+

!

1� !�0E
�
fr0
�
E�1 (rr0)E

�
rf 0
�
�
E�1

�
rr0
�
E
�
rf 0
�
��0E

�
fr0
�
E�1

�
rr0
�#

=

"
Ik +

!

1� !�0E
�
fr0
�
E�1 (rr0)E

�
rf 0
�
�
E
�
fr0
�
E�1

�
rr0
�
E
�
rf 0
�
��0

#
E
�
fr0
�
E�1

�
rr0
�
:
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Since the k� k matrix in brackets has full rank, we can conclude that the optimal estimator

of � solves the sample moments

1

T

TX
t=1

�
r+t
�
1� f 0t�T

��
= 0;

with

r+t = E
�
fr0
�
E�1

�
rr0
�
rt:

Finally, note that to implement this optimal estimator in practice, we need consistent estimators

of E
�
fr0
�
and E (rr0), which we can easily obtain from their unrestricted sample counterparts.

�

Proposition 3:

When we add a gross return to the uncentred SDF in�uence functions (E10) or (E13) but

we retain the same normalization for a and b, there is an additional in�uence function

�
a+ b0f

�
R� q (B7)

and a new parameter q that captures the scale of the SDF (a=q)+(b0=q) f . Similarly, the centred

SDF in�uence functions become (E11) or (E14) plus

[c+ b0 (f � �)]R� q: (B8)

In contrast, the centred regression method adds to (E12) or (E15) the k + 1 new in�uence

functions 24 R� �R � �0Rf

vec
��
R� �R � �0Rf

�
f 0
�
35 ;

which depend on the k + 1 new parameters (�R;�R) because q is given by c�R + d
0�R, so

that it collapses to q = c�R when f represents excess returns on traded factors. Given that we

are adding unrestricted moments in all three instances, the original parameter estimators will

be una¤ected, and the optimal criterion function will remain the same. But since single-step

methods are invariant to reparameterizations and parameter dependent linear transformations

of the in�uence functions, the same results hold even if we use the q = 1 normalization in (A4),

unlike what happens with multistep methods. �
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CU Iterated 2S

Uncentred SDF - Symmetric normalization (ψ)

Market -0.204 -0.157 -0.168

(0.022) (0.023) (0.034)

J test 18.959 21.809 6.536

(0.015) (0.005) (0.587)

Centred SDF - Symmetric normalization (υ)

Market -0.059 -0.025 -0.048

(0.020) (0.015) (0.040)

J test 18.959 22.037 6.463

(0.015) (0.005) (0.595)

Uncentred SDF - Asymmetric normalization (δ)

Market 4.826 4.534 4.455

(0.542) (0.541) (0.518)

J test 18.959 19.299 26.844

(0.015) (0.013) (0.000)

Centred SDF - Asymmetric normalization (τ)

Market 16.945 3.290 2.724

(17.340) (1.228) (1.072)

J test 18.959 46.880 48.957

(0.015) (0.000) (0.000)

Regression (μ)

Market 0.148 0.142 0.118

(0.014) (0.017) (0.012)

J test 18.959 22.907 5.143

(0.015) (0.003) (0.742)

Table 1: Empirical evaluation of the CAPM

Note: This table displays estimates of the spherical coordinates (ψ and υ) and the "prices of risk"

(δ, τ or μ) with standard errors in parenthesis, as well as the J tests with p-values in parenthesis.

We implement each method by continuously updated (CU), iterated and two-step (2S) GMM.

The payoffs to price are the annual excess returns on the 8 Lustig-Verdelhan currency portfolios

(1953-2002).



CU Iterated 2S

Uncentred SDF - Symmetric normalization (ψ)

Nondurables -0.020 -0.020 -0.020

(0.002) (0.002) (0.002)

J test 5.663 5.784 6.588

(0.580) (0.565) (0.473)

Centred SDF - Symmetric normalization (υ)

Nondurables -0.002 -0.002 -0.002

(0.001) (0.001) (0.001)

J test 5.663 5.784 6.589

(0.580) (0.565) (0.473)

Uncentred SDF - Asymmetric normalization (δ)

Nondurables 49.507 48.835 48.85

(4.166) (4.332) (4.322)

J test 5.663 5.691 5.711

(0.580) (0.576) (0.574)

Centred SDF - Asymmetric normalization (τ)

Nondurables 438.769 115.428 120.114

(572.698) (47.746) (18.067)

J test 5.663 16.925 91.626

(0.580) (0.018) (0.000)

Centred regression - Asymmetric normalization (λ)

Nondurables 0.056 0.056 0.024

(0.021) (0.016) (0.008)

J test 5.663 5.677 4.303

(0.580) (0.578) (0.744)

CU tests of problematic cases

Uncorrelated f Underidentification

2.726 53.039

(0.099) (0.000)

Table 2: Empirical evaluation of the (linearized) CCAPM

Note: This table displays estimates of the spherical coordinates (ψ and υ) and the "prices of risk"

(δ, τ or λ) with standard errors in parenthesis, as well as the J tests with p-values in parenthesis.

We implement each method by continuously updated (CU), iterated and two-step (2S) GMM.

The J tests are complemented with CU tests of some problematic cases. The payoffs to price are

the annual excess returns on the 8 Lustig-Verdelhan currency portfolios (1953-2002).



10 5 1

J tests

CU 11.67 5.14 0.64

Uncentred SDF - Symmetric normalization

Iterated 15.63 8.74 2.09

2S 16.42 9.28 2.40

Centred SDF - Symmetric normalization

Iterated 15.62 8.42 1.97

2S 22.51 14.05 4.68

Uncentred SDF - Asymmetric normalization

Iterated 16.81 9.67 2.62

2S 17.69 10.28 2.90

Centred SDF - Asymmetric normalization

Iterated 50.08 40.88 25.93

2S 57.07 47.09 28.73

Centred regression - Asymmetric normalization

Iterated 13.29 6.70 1.44

2S 13.49 6.95 1.42

CU DM tests of problematic cases

Uncorrelated f 67.02 57.86 37.55

Nominal size

Table 3: Rejection rates in the baseline design (T=50)

Note: This table displays the rejection rates of the J tests of each method by continuously

updated (CU), iterated and two-step (2S) GMM. The rates are shown in percentage for the

asymptotic critical values at 10, 5 and 1%. The table also displays the CU DM test of an

uncorrelated factor. 10000 samples of 8 excess returns are simulated under the baseline

design. The mean and the standard deviation of f are 1; the maximum Sharpe ratio

achievable with r is 0.5, the R² of the regression of f on r is 0.1; all the underlying random

variables are independent and identically distributed over time as multivariate Gaussian

vectors.



10 5 1

J tests

CU 8.8 3.33 0.40

Uncentred SDF - Symmetric normalization

Iterated 18.48 10.68 2.99

2S 18.34 10.84 3.05

Centred SDF - Symmetric normalization

Iterated 12.92 6.42 1.18

2S 16.70 9.62 2.42

Uncentred SDF - Asymmetric normalization

Iterated 26.46 17.05 5.84

2S 25.00 15.83 5.32

Centred SDF - Asymmetric normalization

Iterated 66.98 56.49 36.79

2S 64.78 52.74 31.83

Centred regression - Asymmetric normalization

Iterated 10.45 4.52 0.80

2S 12.44 6.08 0.96

CU DM tests of problematic cases

Uncorrelated f 31.92 22.42 8.56

Nominal size

Table 4: Rejection rates in the uncorrelated factor design (T=50)

Note: This table displays the rejection rates of the J tests of each method by continuously

updated (CU), iterated and two-step (2S) GMM. The rates are shown in percentage for the

asymptotic critical values at 10, 5 and 1%. The table also displays the CU DM test of an

uncorrelated factor. 10000 samples of 8 excess returns are simulated under the

uncorrelated factor design. The only change with respect to the baseline design is a

reduction of the R² of the regression of f on r to 0.



10 5 1 10 5 1

CU 17.78 8.39 1.1 15.51 8.08 1.81

Uncentred SDF - Symmetric normalization

Iterated 24.17 14.21 3.99 16.08 8.52 2.09

2S 24.83 14.90 4.51 16.17 8.06 1.85

Centred SDF - Symmetric normalization

Iterated 22.59 12.91 3.23 15.12 8.01 1.58

2S 30.65 20.60 7.46 15.39 8.07 1.77

Uncentred SDF - Asymmetric normalization

Iterated 26.20 16.22 4.84 16.59 8.61 2.34

2S 27.14 16.95 5.13 16.79 8.72 1.94

Centred SDF - Asymmetric normalization

Iterated 60.71 51.60 34.59 13.85 6.90 1.59

2S 66.74 56.81 37.00 14.12 7.42 1.55

Centred regression - Asymmetric normalization

Iterated 20.12 11.02 2.38 15.95 8.14 1.84

2S 20.45 11.44 2.62 15.64 7.90 1.91

Asymptotic critical values Monte Carlo critical values

Table 5: Rejection rates in the missing factor design (T=50)

Note: This table displays the rejection rates of the J tests of each method by continuously

updated (CU), iterated and two-step (2S) GMM. The rates are shown in percentage for the

asymptotic and Monte Carlo critical values at 10, 5 and 1%. 10000 samples of 8 excess

returns are simulated under the missing factor design. The only change with respect to

the baseline design is an increase in the Hansen-Jagannathan distance to 0.2.



CU Iterated 2S
Uncentred SDF - Symmetric normalization (ψ1,ψ2)

ψ1 -0.021 -0.020 -0.020

(0.002) (0.002) (0.002)
ψ2 0.012 0.006 0.007

(0.012) (0.011) (0.009)

J test 4.932 5.405 6.654

(0.668) (0.611) (0.466)

Centred SDF - Symmetric normalization (υ1,υ2)

υ1 -0.002 -0.002 -0.002

(0.001) (0.001) (0.001)
υ2 0.012 0.006 0.007

(0.012) (0.011) (0.009)

J test 4.932 5.406 6.922

(0.668) (0.611) (0.437)

Uncentred SDF - Asymmetric normalization (δ1,δ2)

Market 0.593 0.474 0.501

(0.537) (0.536) (0.531)

Nondurables 47.883 48.082 47.441

(5.343) (5.543) (5.128)

J test 4.932 4.988 5.455

(0.668) (0.661) (0.605)

Centred SDF - Asymmetric normalization (τ1,τ2)

Market 4.991 1.575

(5.792) (0.583)

Nondurables 402.811 114.235

(397.268) (18.215)

J test 4.932 74.335

(0.668) (0.000)

Centred regression - Asymmetric normalization (μ,λ)

Market 0.079 0.072 0.070

(0.022) (0.021) (0.022)

Nondurables 0.057 0.055 0.047

(0.021) (0.015) (0.012)

J test 4.932 5.225 6.043

(0.668) (0.633) (0.535)

Table A1: Empirical evaluation of the (linearized) Epstein-Zin model

Note: This table displays estimates of the spherical coordinates and the "prices of risk" with

standard errors in parenthesis, as well as the J tests with p-values in parenthesis. We implement

each method by continuously updated (CU), iterated and two-step (2S) GMM. Iterated GMM does

not converge for the asymmetric normalization of the centred SDF . The payoffs to price are the

annual excess returns on the 8 Lustig-Verdelhan currency portfolios (1953-2002).



CU Iterated 2S

Uncentred SDF - Parameters (a,b)

Constant 8.838 2.848 2.535

(5.139) (0.866) (0.466)

Nondurables -437.522 -117.692 -98.976

(276.178) (48.185) (29.736)

J test 5.663 16.346 29.024

(0.580) (0.022) (0.000)

Centred SDF - Parameters (c,b)

Mean 0.997 0.995 0.995

(0.325) (0.010) (0.202)

Nondurables -437.522 -117.692 -98.976

(276.178) (48.185) (29.739)

J test 5.663 16.346 29.024

(0.580) (0.022) (0.000)

Centred regression - Parameters (х0,λ)

Zero-beta 1.003 1.003 1.006

(0.013) (0.011) (0.012)

Nondurables 0.056 0.056 0.065

(0.021) (0.016) (0.019)

J test 5.663 5.677 6.177

(0.580) (0.578) (0.531)

Table A2:  Empirical evaluation of the (linearized) CCAPM with a gross return

Note: This table displays estimates of several methods with standard errors in parenthesis,

as well as the J tests with p-values in parenthesis. We implement each method by

continuously updated (CU), iterated and two-step (2S) GMM. The payoffs to price are the

annual excess returns on the 8 Lustig-Verdelhan currency portfolios, and the real Treasury

bill return (1953-2002).
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a

b

Valid SDFs for r
E(r)a+E(r f)b=0

Figure 1b : Market integration  



a

b

Valid SDFs
E(r)a+E(rf)b=0

Uncentred SDF
Asymmetric normalization

(1,b/a)

Uncentred SDF
Symmetric normalization

a2 + b2 =1

Centred SDF
Asymmetric normalization

a+µb=1

Figure 2a :   Alternative normalizations in (a,b) space

ψ

Asymmetric normalization
(a/b,1)

c

b

Valid SDFs
E(r)c+Cov(r,f)b=0

Centred SDF
Asymmetric normalization

(1,b/c)

Centred SDF
Symmetric normalization

c2 + b2 =1

Uncentred SDF
Asymmetric normalization

c‐µb=1

Figure 2b : Alternative normalizations in (c,b) space

υ

Asymmetric normalization
(c/b,1)



c

b

Valid SDFs
E(r)c+Cov(r,f)b=0

(c=0)

Centred SDF
Asymmetric normalization

(1,b/c)

Centred SDF
Symmetric normalization

c2 + b2 =1

Uncentred SDF
Asymmetric normalization

c‐µb=1

Cov(r,f) =0 and E(r)≠0
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Figure 4: Parameter estimates in baseline design (T=50)

Note: These bicorne plots combine a kernel density estimate on top of a box plot. The vertical lines 
describe the median and the first and third quartiles, while the length of the tails is one interquartile range. 
The common vertical line, if any, indicates the true parameter value. Two step, iterated and continuously
updated GMM are presented in the top, middle and bottom, respectively, of each plot.



-1.2 -1 -0.8 -0.6 -0.4 -0.5 0 0.5

0.5 1 1.5 2 -10 -5 0 5 10
 

 

-10 -5 0 5 10

τ

υψ

δ

λ

Figure 5: Parameter estimates in uncorrelated factor design (T=50)

Note: These bicorne plots combine a kernel density estimate on top of a box plot. The vertical lines 
describe the median and the first and third quartiles, while the length of the tails is one interquartile range. 
The common vertical line, if any, indicates the true parameter value. Two step, iterated and continuously
updated GMM are presented in the top, middle and bottom, respectively, of each plot.
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Figure A1a : Adding a gross return in (a,b) space
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Figure A1b : Adding a gross return in (c,b) space




