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Abstract

How does public transit infrastructure shape the structure of cities, and how are the gains shared between

low- and high-skilled workers? The standard approach in transportation economics measures the benefits in

terms of the value of time saved, but new infrastructure can change individuals’ decisions of where to live

and drive land and labor market adjustment. This paper develops a quantitative general equilibrium model

of a city where low- and high-skill workers with non-homothetic preferences sort over where to live, where

to work, and whether or not to own a car. This theory provides a new reduced form framework to evaluate

the effects of transit based on “commuter market access”. I leverage detailed tract-level data spanning the

construction of the world’s largest Bus Rapid Transit system–TransMilenio–in Bogotá, Colombia, to show

this explains the change in city structure in response to the new infrastructure. While the system caused

increases in welfare and output larger than its cost, the high-skilled benefit slightly more.
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1 Introduction

How large are the economic gains to improving public transit systems within cities and how are they distributed

between low- and high-skilled workers? With 2.5 billion people predicted to move into cities by 2050, mostly in

developing countries, governments will spend vast sums on mass transit systems to reduce congestion associated

with this rapid urban growth.1 The reliance of poor, low-skilled individuals on public transit suggests they may

benefit the most. Yet measuring the benefits of these systems is challenging: while individuals save time on

any particular commute, their decisions of where to live and work will change as new alternatives become

attractive and land and labor markets adjust. The lack of detailed intra-city data in less developed countries

coinciding with the construction of large transit systems makes the task of evaluating their causal impact even

more daunting.

This paper exploits uniquely detailed spatial data before and after the opening of the world’s largest Bus

Rapid Transit (BRT) system–TransMilenio–in Bogotá, Colombia to make three contributions to our under-

standing of the aggregate and distributional effects of urban transit systems. First, I build a quantitative general

equilibrium model of a city where low- and high-skill workers with non-homothetic preferences sort over where

to live, where to work, and whether or not to own a car. Second, I show that in a wide class of models the ef-

fect of the entire transit network on a location is summarized by a single measure: “commuter market access”

(CMA). For individuals this reflects access to jobs while for firms it reflects access to workers; both are easily

computed using data on employment and residence across the city. A special case of my model admits a log-

linear reduced form relationship linking outcomes such as population, employment and house prices to CMA,

providing a regression framework to guide empirical work. Third, I use the change in commuting infrastructure

provided by TransMilenio to assess the model’s ability to explain the change in city structure and quantify the

effects of the system and counterfactual policies.

I have three main results. First, changes in CMA parsimoniously explain the heterogeneous adjustment of

population, employment and housing markets to TransMilenio. This suggests the framework can be applied

elsewhere to improve predictions about the effects of transit on the spatial organization of cities. Second, I find

the system provided large aggregate gains for the city, increasing average welfare by 3.5% and output by 2.73%

(net of construction and operating costs) at my most conservative estimates. However, these gains would have

been around one fourth larger had the government implemented a complementary change in zoning policy to

allow housing supply to respond where it was most needed. Third, I find that high-skilled workers benefitted

slightly more, which is surprising given the reliance of the low-skilled on public transit.

To build intuition, I find certain key channels explain the incidence of improved public transit across worker

groups. The first is mode choice: the group that relies on public transit benefits more. This operates in favor

of the low-skilled who are poorer and less willing to pay for cars. The second is the elasticity of commuting

decisions to commute costs, which determines how willing individuals are to bear high commute costs to

work in a particular destination. In the model, this is determined by the heterogeneity of workers’ match-
1Figures in McKinsey (2016) suggest a need for $40 trillion of spending to close the transport infrastructure gap. Combining the

average distance of subways from Gonzalez-Navarro and Turner (2016) and the mid-point of cost estimates from Baum-Snow and Kahn
(2005) suggests the average subway system costs $27.81bn in 2017 dollars.
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productivities with firms in different locations. For example, a high-skilled IT worker may be more willing to

incur a costly commute to an especially well-paid position. A low-skilled cleaner who receives similar wages

wherever they work may instead substitute towards other alternatives. In the data, I find high-skilled workers’

commuting choices are less sensitive to relative differences in commute costs - suggesting a greater dispersion

of match productivity, consistent with other evidence - so they bear a greater incidence along this channel.2

Lastly, the geography of the city and transit network matter: where house prices appreciate and wages adjust,

whether the system connects locations of dense residence with well-paid jobs, and how these characteristics

differ where each group lives and works. In Bogotá these favor the high-skilled.

Since this last channel is context-specific, to draw a more generalizable result I compare my results with

those using the standard approach in transportation economics. This evaluates the gains from new infrastructure

based on the value of travel time saved, often used by institutions such as the World Bank. I show this is

precisely the first order welfare effect in an efficient equilibrium of the quantitative urban model. While this

approximation only slightly overstates the level of equilibrium welfare gains, it delivers the opposite result for

the distributional impacts with a large decrease in inequality. This is because it focuses on mode choice alone,

without accounting for the spatial reorganization of the city and general equilibrium adjustment of prices that

are important for large shocks. My findings therefore imply that investments in public transit are a less precise

way to target welfare improvements for the poor than is implied by the travel time savings approach.

Opened in 2000, TransMilenio is the world’s most used BRT system with a daily volume of over 2.2mn

trips. The system operates more like a subway than the informal bus system that preceded it: buses run in

dedicated lanes with express and local services, passengers pay at station entrances using smart cards, and

buses are boarded at stations rather than at roadside. BRT provides an attractive alternative to subways in

rapidly growing developing country cities since they are able to deliver similar reductions in commuting times

at a fraction of the cost, and are much faster to build.3 I collect new sources of data covering 2,800 census tracts

on residence, employment, commuting patterns, and land markets spanning the system’s construction.

Prior to TransMilenio, low-skilled workers commuted using a network of informal buses which were on

average 30% slower than cars. To understand the implications of improving public transit on worker welfare,

I develop a quantitative general equilibrium model of a city where workers choose where to live, where to

work, and how to commute. Non-homothetic preferences mean that the high-skilled live in high amenity neigh-

borhoods and are more likely to own cars. Individuals work in different locations due in part to differential

demand for skills from firms across the city. For example, retail and manufacturing establishments demand

more low-skilled workers while real estate and financial service businesses rely on the high-skilled. Individuals

differ in their match-productivity with firms in each location and their preference to live in each neighborhood.

Together these determine the sensitivity of commute flows to commute costs. Differences in residential loca-
2See Lee (2015) for an estimates of this dispersion across educations groups using wage data in the US and developing countries.

One might expect rich, high-skilled workers to be more sensitive to commute costs since their value of time (VoT) is higher. Indeed, in
the model VoT is proportional to wages and it is precisely because of this that the high-skilled are more willing to pay for faster transit
(i.e. cars). However, when individuals decide where to work, they choose based on relative differences in wages net of commute costs
across locations. Thus, the sensitivity of commute choices to commute costs depends on the dispersion rather than level of wages.

3For example, the per mile cost of construction of the subway in Colombia’s second largest city, Medellín, was ten times that of
TransMilenio, all the while maintaining similar system speeds. Moreover, TransMilenio took less than eighteen months to construct
and open, compared to the twelve years taken by Metro Medellín.
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tions, commuting elasticities and the relative demand for worker skills turn out to be crucial in determining the

distributional effects from improving transit.

A large literature estimates average treatment effects of transit based on proximity to stations. In contrast, I

show that for a wide class of models featuring a gravity equation for commute flows the full direct and indirect

effects of the entire transit network on firms and workers can be summarized by a single variable: CMA.

Importantly, these terms are easily computed using data on residence and employment in the city (available

from censuses, or alternative sources such as cellphone metadata records), as well as a measure of commute

costs. Figure 1 plots the change in CMA as a result of TransMilenio. For residents, this captures access

to high paying jobs through the commuting network. Tracts towards the edge of the city far from the high

density of jobs in the center experienced a much larger improvement in market access. For firms, it reflects

access to workers. Central locations benefit most from increased access to workers supplied along all spokes

of the network. Changes in market access capture a wide heterogeneity in treatment effects from TransMilenio

(separately for workers and firms) that would be missed by looking at distance to the system alone.

In a special case of my model, the equilibrium has a reduced form in which outcomes such as population,

employment and house prices can be written as log-linear functions of CMA. Moreover, I show a class of models

with log-linear demand for residents and workers across the city have a similar representation. The framework

is therefore isomorphic to a number of alternative assumptions over production technologies, housing supply

and worker preferences. I use this regression framework as a model validation exercise to examine whether the

market access approach explains the change in city structure resulting from the new transit infrastructure. I also

use the estimated elasticities to approximate the first order welfare gains from the system.

To address non-random route placement, I predict TransMilenio’s location in two ways. First, I use a

historical tram system built by 1921. Second, using engineering estimates for the cost of building BRT on

different types of land use, I solve for least-cost construction paths connecting terminals at the end of the system

with the central business district (CBD) as was the intent of the government. I then construct instruments for

the change in CMA had TransMilenio been built along these predicted routes.

My identification assumption is that these instruments have only an indirect effect on outcomes through the

probability of TransMilenio being built. One worry is that features that make a location cheaper to build BRT,

such as proximity to a main road, can have direct effects on outcomes. Relative to distance-based analyses,

a key advantage of my approach is that I can control for the distance to these features and use only residual

variation in predicted CMA growth for identification. To provide additional evidence the effects are causal I run

falsification tests exploiting the timing of station openings, use residual variation in market access conditional

on distance to stations and leverage changes in CMA to locations further than 1.5km from each tract.

I find that changes in CMA perform well in explaining the heterogeneous response of population, employ-

ment and land markets in response to TransMilenio. Improvements in resident CMA led to growth in commute

distances and wages, supporting the intuition that it measures access to jobs. The system also caused a re-

sorting of workers by skill group. The high-skilled moved into high-amenity, expensive neighborhoods in the

North while the low-skilled moved into poorer neighborhoods in the South. This suggests that transit has the
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potential to increase residential segregation between skill groups in cities.4

In the final part of the paper, I structurally estimate the full (non-linear) model. Some parameters, such as

spillovers in productivities and amenities, are challenging to estimate in cross-sectional data. For example, a

location’s productivity may be a cause or consequence of the number of workers employed there. Since the

supply of workers and residents in the model is a log-linear function of market access, my instruments provide

exogenous variation in the number of individuals living and working across the city. This allows me to identify

these key elasticities through a Generalized Method of Moments (GMM) procedure.

I estimate an agglomeration elasticity roughly three times the size of median estimates in the US but close to

other studies using experimental approaches. I provide one of the first estimates identified using variation within

a less developed country city, suggesting that these forces can be particularly strong in poorer countries. I find a

substantial elasticity of amenities to the college share of residents, reflecting the endogeneity of neighborhood

characteristics like crime.

The model performs well in matching a number of non-targeted moments such as income, employment

and commute flows by skill group, and the change in residential segregation. The amenities and productivities

recovered from the model correlate well with observable proxies like local homicide rates and the slope of land.

I check the robustness of my results to alternative parameter values and incorporate home ownership, alternative

timing assumptions and the employment of domestic servants in model extensions. Lastly, I use the extreme

assumptions of either zero or infinite mobility costs between Bogotá and the rest of Colombia to bound the

impact of TransMilenio on welfare, population, land rents and output.

The system led to large aggregate gains in worker welfare and output. Productive locations were able to

“import” more workers through the commuting network. This suggests better transit can improve the spatial

allocation of labor within cities. The increase in output greatly exceeded construction and operating costs, sup-

porting the notion that BRT can be a profitable investment. Population decentralized, as improved access to jobs

made distant neighborhoods more attractive. Land use became more specialized: the share of floorspace used

for commercial (residential) purposes increased in central (outlying) locations where firm (resident) commuter

access increased the most.

High-skill workers benefit slightly more from the system. The incidence of public transit across skill-groups

is determined not only by who uses it most, but also by how easily individuals substitute between commutes,

whether the system connects workers with employment opportunities, and equilibrium adjustment of housing

and labor markets. Landlords benefit from house price appreciation where transit access improves.

The effect of different parts of the network is heterogeneous: lines serving poor neighborhoods in the South

of the city, as well as a cable car connecting hillside slums with a TransMilenio, disproportionately benefit

the low-skilled. The conclusion that the low-skilled benefit less than what is implied by mode choice alone

remains generalizable, though, since existing evidence suggests that the key elasticities that vary across groups

have similar relative magnitudes in other countries. Moreover, the methodology developed in this paper can be

applied to the specific geography and transit systems of any city where data on residence and employment are

available to evaluate the effects of new infrastructure.
4Heilmann (2016) notes a similar finding following the opening of the light rail system in Dallas.
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I use the model to assess the impact of counterfactual policies. First, I simulate the removal of the feeder

bus network that transports individuals in the outskirts of the city to terminals at the end of lines using existing

road infrastructure at no additional fare. This part of TransMilenio increases welfare more than any other single

line of the network. This underlines the potential for large benefits to providing cheap, complementary services

that reduce the last-mile problem of traveling between stations and final destinations.

In the second exercise, I evaluate the welfare impacts of a “Land Value Capture” (LVC) scheme under

which development rights to increase building densities near stations are sold by the government to developers,

and the extent to which the revenues could have financed the system’s construction. Similar schemes have

seen great success in Asian cities such as Hong Kong and Tokyo. In contrast, one of the main criticisms of

TransMilenio was that the city experienced such a large change in transit without any adjustment of zoning

laws to allow housing supply to respond where it was needed. I compare the effects of two alternative policies.

The first increases permitted densities within a certain distance of stations, while the second allocates the same

number of permits based on predicted growth in CMA. The CMA-based policy increases welfare gains from

TransMilenio by around 23%, while government revenues cover at least 18% of the construction costs. Under

the distance-based scheme welfare and government revenues only increase by around half that amount. These

policies disproportionately benefit low-skilled workers by dampening house price appreciation towards the edge

of the city where they live. My findings suggest large returns to the pursuit of an integrated transit and land use

policy, and highlight the potential of CMA as an instrument to guide government policy.

The rest of the paper proceeds as follows. Section 2 discusses the paper’s contribution to the literature.

Second 3 presents the context of Bogotá and TransMilenio. Section 4 develops the model and Section 5 outlines

the reduced form framework it delivers. Section 6 describes the data. Section 7 presents the reduced form

estimation results while Section 8 structurally estimates the full model which Section 9 uses to quantify the

effects of TransMilenio. Section 10 simulates the effects of counterfactual policies. Section 11 concludes.

2 Relation to Previous Literature

This paper contributes to several literatures. Most closely related is the body of work that examines the im-

pact of transportation infrastructure on economic activity. A first strand examines the impact of new transit

infrastructure and typically measures changes in population and property prices as a function of distance to the

CBD (Baum-Snow 2007; Gonzalez-Navarro and Turner 2016; Baum-Snow et. al. 2017) or distance to stations

(Gibbons and Machin 2005; Glaeser et. al. 2008; Billings 2011). However, when spatial units are interlinked

spillovers across treatment and control locations confound causal inference from such comparisons.5 Since

the change in accessibility from a station depends on the geography of the city and the transit network, average

treatment effects based on distance to stations in one context may not be externally valid in another. I contribute

to this literature by deriving a measure from a class of commuting models that explicitly captures the full direct

and indirect effects of changes in the transit network between connected locations, allowing for a causal identi-
5Identification of causal impacts of transit infrastructure from relative comparisons requires that the treatment effect on one location

is independent of whether another is treated. This is known as the stable unit treatment value assumption (SUTVA), and can be violated
if locations interact which is likely in localized urban geographies. See Donaldson (2015) for a full discussion.

5



fication of transit connections that captures heterogeneous responses as a function of city geography.6 A second

strand of this literature explores the effect of infrastructure between regions on economic development through

access to goods markets (Redding and Sturm 2008; Donaldson forthcoming; Bartelme 2015; Donaldson and

Hornbeck 2015; Alder 2019).7 However these models contain no notion of commuting within cities, and are

silent on the effects of transit infrastructure. In contrast, I consider a different class of urban commuting models

where individuals can live and work in separate locations, and show that reduced form relationships between

outcomes and model-derived accessibility measures explain the change in city structure in response to a real

world change in transit infrastructure. Lastly, my paper relates to work in transportation economics that mea-

sures the benefits of improved transportation through the value of travel time saved (Train and McFadden 1978;

Small and Verhoef 2007), which I show is precisely the first order welfare effect in an efficient equilibrium of

a quantitative urban model.

I also contribute to the growing body of work on quantitative spatial models (Ahlfeldt et. al. 2015; Allen

et. al. 2015; Fajgelbaum and Schaal 2017; Monte et. al. 2017; Owens et. al. 2017; Severen 2017; Bryan

and Morten 2018; Heblich et. al. 2018; Adao et. al. 2019; Allen and Arkolakis 2019). First, I incorporate

multiple types of workers, firms and transit modes, which is necessary to assess the distributional impacts of

improvements in particular modes of transit. My model includes non-homothetic demand for housing and

car ownership, which I find to be important: a homothetic model is unable to match the sorting responses to

improved accessibility observed in the data, underestimates the increase in inequality by about one third, and

shrinks the estimates of amenity spillovers by about one quarter. Allowing for multiple firm types enables

me to recover unobserved relative wages that vary by employment location, which provide a better fit to the

distribution of employment across skill groups and have important equity implications. Second, I show these

models share a common measure that summarizes the effect of transit on the supply of residents and workers

across locations. These measures are easily computed using data and population and employment, and a class

of models admit an exact reduced form representation in terms of these accessibility measures that can be used

to evaluate the impact of changes in transit infrastructure. Third, I leverage the construction of the world’s

largest BRT in a validation exercise to show the regression framework provided by the model performs well in

explaining the change in city structure.

Lastly, this paper connects with an extensive literature on agglomeration spillovers (see Rosenthal and

Strange 2004 for a review). A smaller strand of work uses potentially exogenous sources of variation in the

density of economic activity to estimate these spillovers (Combes et. al. 2010; Greenstone et. al. 2010; Kline

and Moretti 2014; Ahlfeldt et. al. 2015). Other papers examine how amenities depend on the composition
6In the urban planning literature, the notion of “accessibility” as a determinant of land use and prices within cities dates back as far

as Hansen (1959). The idea has received little attention within urban economics which instead has focused on models where distance
from the CBD is a summary statistic for the spatial configuration of the city (Alonso 1964; Mills 1967; Muth 1969; Lucas and Rossi-
Hansberg 2002). There is a literature that measures accessibility in polycentric cities (Handy and Niemeier 1997; Anas et. al. 1998)
and that empirically relates it to residential property prices (Ahlfeldt 2011; McArthur et. al. 2012) in cross-sectional comparisons. In
contrast, I show similar accessibility measures can be derived from general equilibrium theory separately for firms and workers, and
use a change in the transit network to estimate their causal impact on a range of urban outcomes. My focus on accessibility links to
recent work on urban form and consumption-related trips (Couture 2016; Duranton and Turner 2017).

7There is a long literature using an empirical market access approach in international trade literature e.g. Redding and Venables
(2004). I also contribute to a growing literature on the impacts of BRT in developing country cities (Gaduh et. al. 2018; Majid et. al.
2018).
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of local residents (Bayer, Ferreira and McMillan 2007; Guerrieri, Hartley and Hurst 2013; Diamond 2016;

Giannone 2018). I contribute to this literature by providing intra-city estimates of productivity and amenity

spillovers within a developing country city, identified using an expansion in the transit network that separately

shifts the supply of labor and residents across the city.

3 Background

Bogotá is the political and economic center of Colombia, accounting for 16% and 25% of the country’s popu-

lation and GDP respectively. Its population of eight million inhabitants makes it the world’s ninth densest, with

a stark divide between rich and poor.8 In this section, I provide background on the city and its transit system.

3.1 Structure of Bogotá

Residence and Employment Bogotá is characterized by a high degree of residential segregation between the

rich and poor. Defining high-skill workers as individuals who have completed some post-secondary education,

panel (a) in Figure 2 plots the share of college residents within a census tract in 1993.9 The high-skilled are

more likely to live in the North, with the low-skilled workers living in the city’s South and periphery. Panel (b)

shows that these poorer neighborhoods have a much higher population density, reflecting the smaller per capita

housing consumption.

High- and low-skilled residents work in different industries and neighborhoods. Table 1 shows the share

of workers employed in each one-digit industry with post-secondary education. Workers in domestic services,

hotels and restaurants, manufacturing and retail are relatively unskilled, while those in real estate, education

and financial services tend to be high-skilled. These jobs are located in different parts of the city. Defining

high-skill intensive industries as those with college employment shares above the median, Figure 3 shows that

while overall employment is concentrated along two bands to the west and north of the city center, high-skill

intensive industries are located more towards the North.

Commuting Prior to TransMilenio In 1995 the average trip to work in Bogotá took 55 minutes, more

than double the average commute in US cities. The vast majority of these commutes was taken by bus (73%),

followed by car (17%) and walking (9%).10 Despite its importance, public transportation in the city was highly

inefficient due in large part to its industrial organization. The government allocated the administration of routes

to companies called “afiliadoras” which acted as intermediaries between the government and bus companies.

Afiliadoras sold slots to run their routes to bus operators. However, since their profits depended only on the

number of buses the result was a huge over-supply of vehicles. Low enforcement meant that up to half of the
8Colombia is the eleventh most unequal country in the world according to the ranking of Gini coefficients from the World Bank.

The income distribution in Bogotá has a slightly higher Gini than the country as a whole in 2014 (most recently available data).
9Datasets are described in Section 6. In this section, population data is from the 1993 census, employment location data uses the

1990 economic census, other employment data is from DANE’s GEIH and ECH and commuting data is from DANE’s mobility surveys.
10Bicycles and motos account for the remaining 1% of commutes. For comparison, the average commute in US cities has increased

from 21 minutes in 1980 to 26 minutes in 2015.
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city’s bus fleet operated illegally (Cracknell 2003).11 Disregard of bus stops promoted boarding and alighting

along curbs, further reducing traffic flows.

The result was that while the crowding of Bogotá’s streets slowed traffic overall, buses were much slower

than cars. Table 2 compares speeds between buses and cars in 1995. Column (1) shows that commutes by car

were around 35% faster than by bus. This is robust to controlling for differences in trip composition with trip

origin-destination fixed effects in column (2). However, columns (3) and (4) show that low-skill Bogotanos were

about 29% more likely to use buses than cars. The burden of slow public transit therefore fell disproportionately

on the city’s low-skill population.

3.2 TransMilenio: The World’s Most Used BRT System

Background At the start of his first term as Mayor of Bogotá, Enrique Peñalosa wasted no time in transforming

the city’s transit infrastructure. TransMilenio was approved in March 1998, its first phase opening a mere 21

months later adding 42 km along Avenida Caracas and Calle 80, two arteries of the city.12 Phases 2 and 3 added

an additional 70km in 2006 and 2011, creating a network spanning the majority of the city. Today the system

is recognized as the “gold standard” of BRT and with more than 2.2mm riders a day using its 147 stations

it is the most heavily patronized system of its kind in the world (Cervero 2013).13 Its average operational

speed of 26.2kmh reported during phase one is on par with that of the New York subway (Cracknell 2003;

Johnson 2010), and provided a pronounced improvement on reported bus speeds of 10kmh on the incumbent

bus network (Wright and Hook 2007).

The system involves exclusive dual bus lanes running along the median of arterial roads in the city separated

from other traffic.14 In contrast to the informal network that preceded it, buses stop only at stations which are

entered using a smart card so that fares are paid before arriving at platforms. Dual lanes allow for both express

and local services, as well as passing at stations. Accessibility for poorer citizens in the urban periphery is

increased through a network of feeder buses that use existing roads to bring passengers to “portals” at the end

of trunk lines at no additional cost. Free transfers and a fixed fare further enhance the subsidization of the poor

while the government sets fares close to those offered by existing buses.15

There are two main reasons why BRT provides an attractive alternative to subways in rapidly growing
11The Department of Mobility estimated the number to be more than double the amount actually required. A typical practice through

which bus companies avoided government controls was duplication of license plates and vehicle documentation.
12While the anticipation of a system may predate its inauguration, TransMilenio went from a “general idea” to implementation

in only 35 months (Hidalgo and Graftieux 2005). Two years prior to TransMilenio, Peñalosa implemented a “pico y placa” driving
restriction which restricted cars to 3 days of peak hour weekday road based on their license plate endings (this was later extended to all
day in 2009). While the main change occurred before the period of interest, my controls for locality fixed effects and distance to CBD
capture potential trends in the benefit of access to public transport that vary across space induced by the policy. The policy did not have
the intended consequence of reduced car use: rising pollutants suggest increased purchases of old vehicles (Lawell et. al. 2016) and I
report a mild increase in car ownership over the period in the appendix. This matches the experience of Mexico City (Davis 2008).

13A map of each system component and their opening date is provided in the appendix. For comparison, the London tube carries 5
million passengers per day over a network of 402km, giving it a daily ridership per km of 12,000 compared to TransMilenio’s 20,000.

14As shown in the appendix, concrete barriers separate TransMilenio from other lanes and have helped the city to achieve essentially
complete compliance.

15For example, in 2011 (the only year where fare information is reported in the Mobility Survey), the average bus fare is 1400 COP
compared to the 1700 COP fare on TransMilenio. While the fare difference of 21.4% is non-trivial, this does not reflect the free transfers
across trunk and feeder lines not offered by the existing bus network.
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cities. First, it delivers similar reductions in commuting times at a fraction of the cost: the average per kilometer

construction cost is one-tenth of rail (Menckhoff 2005). Second, BRT is much faster to construct. An illustrative

comparison is that of TransMilenio and Metro de Medellín, the subway system in Colombia’s second largest

city. While both achieve similar system speeds, Medellín’s metro cost eleven times as much as TransMilenio

and took twelve years from announcement to opening.16

While BRT is not without drawbacks, these features have led to systems being built in more than 200 cities,

the vast majority constructed over the past 15 years in Latin America and Asia (BRT Data 2017).

Route Selection and System Rollout The corridors built during the first phase of the system were con-

sistently mentioned in 30 years of transportation studies as first-priority for mass transit (Cracknell 2003). The

city conducted a planning study to reconfirm these suggested routes and identify new ones based on (i) current

and future demand level and (ii) expected capital costs. The result was a plan that aimed to connect the city

center with dense residential areas in the North, Northwest and South of the city (Hidalgo and Graftieux 2005).

The number of car lanes was left unchanged either because existing busways were converted or due to road

widening.17

Three features make TransMilenio an attractive context for empirical analysis. First, having identified

neighborhoods towards the city’s periphery to be connected with the center, final routes were chosen to a large

extent by the desire to minimize construction cost. Second, lines were placed along wide arterial roads that were

cheaper to convert which were determined by the the city’s historical evolution. I leverage both in constructing

instruments for the system’s layout. Third, TransMilenio was was rolled out so quickly primarily to complete a

portion of the system within mayor Peñalosa’s term that ran between 1998 and 2001. The unanticipated nature

of the system’s construction, combined with the staggered opening of lines across three phases, provide sources

of time series variation I use in my analysis.

Finally, one central criticism of TransMilenio was its singular focus on improving urban mobility without

coordinated changes in land use regulation (Bocajero et. al. 2013). As a result, I show in the appendix that

housing supply did not respond to the system’s construction. An integrated land use and transit policy tailored

towards increasing housing densities near stations promotes a more efficient urban structure where many res-

idents can take advantage of improved commuting infrastructure, and sales of development rights can finance

construction. In counterfactuals, I assess the impact of TransMilenio had Bogotá pursued a such a policy.

16The difference in times from planning to opening between BRT and subways is not specific to Bogotá. While a comprehensive
source on construction times is hard to find, stories of such instances are not. In India planning for subways in Delhi and Bangalore
started eighteen and eight years before inauguration respectively, while the BRT in Ahmedabad took only 4 years. New York’s second
avenue subway line opened on January 1st 2017 having been originally proposed in 1919. In Bogotá, there were a total of ten attempts
to introduce heavy rail between 1947 and 1997, thwarted by high capital costs and vested interests of the public transportation sector
(Lleras 2003).

17See Cracknell (2003) for discussion. This was confirmed through inspection of satellite images (see appendix). Since this is
not always possible in other cities (e.g. Jakarta, Delhi), an interesting extension would be to assume car and bus speeds fell along
TransMilenio routes to assess the impacts in these contexts. That certain routes already contained median busways did not mean that
there was efficient bus transit available along them (e.g. Avenida Caracas). Within a few years of their opening in 1990 the “the scheme
became anarchic as, for example, (i) buses competed for passengers and this, together with little effective stop regulations, resulted in
bus stop congestion and hazardous operating conditions, (ii) buses without a license to operate on Av. Caracas were attracted to the
busway seeking passengers” (Cracknell 2003).
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Trip Characteristics In the appendix, I provide additional details on the way in which TransMilenio is used

and its effects on other modes which I summarize here. First, TransMilenio is a quantitatively important mode

of transit that is more likely to be for longer trips compared to other modes. Second, TransMilenio provides

an improvement in door-to-door speeds of around 17% over existing buses, but remains around 8.1% slower

than cars. Third, the system is more likely to be used for commutes to work rather than leisure trips compared

to other modes, motivating the focus on access to jobs in this paper. Fourth, TransMilenio use appears to have

come primarily from substitution away from buses. Fifth, conditional on car ownership the rich and poor are

equally likely to use TransMilenio, consistent with the similar fares as traditional buses.

Impact on Congestion BRT may affect equilibrium speeds through impacts on travel mode and route choices,

and the number of lanes available for other traffic. In the case of Bogotá, the number of lanes available for other

traffic was left unchanged: one might expect TransMilenio to have reduced congestion faced by cars and other

buses. In the appendix, I show that there were in fact no significant changes in car and bus speeds along routes

whose least cost paths lay along TransMilenio lines relative to other routes. This could be explained by substi-

tution across modes and routes arbitraging any initial speed differences caused by the BRT, or a small elasticity

of driving speeds to vehicles volumes at high levels of rush hour traffic.18 While incorporating congestion in

the model would be an interesting extension, these moments suggest that my abstraction from the effects of

TransMilenio on other mode speeds appears a reasonable approximation to reality.19

4 A Quantitative Model of a City with Heterogeneous Skills

This section presents a general equilibrium model of a city. There are a large number of discrete locations i ∈ I
that differ in their commute times to every other location, their housing floorspace as well as their amenities

and productivities.20 High- and low-skill workers decide where to live, whether to own a car, where to work,

and which mode of transit to use to commute. Public transit is available to everyone to commute between

home and work, but only those willing to pay to own a car have the option to drive. Firms from multiple

industries are located across the city and produce using labor and commercial floorspace, and each industry

differs in its demand for skills: for example, hotels and restaurants demand more low-skilled workers while
18The former is consistent with the “fundamental law of road congestion”: Duranton and Turner (2012) find that vehicle-kilometers

travelled (VKT) increase one for one with roadway lane kilometers, and find no evidence that the provision of public transportation
affects VKT. Akbar and Duranton (2017) estimate congestion in Bogotá and find the elasticity of speed with respect to the number of
travelers is only 0.06 during peak hours, while Akbar et. al. (2017) find that only 15% of differences in driving speeds in Indian cities
are due to congestion.

19Recent work has begun to incorporate congestion in trade models (Fajgelbaum and Schaal 2017; Allen and Arkolakis 2019). While
allowing for congestion could have welfare implications even if speeds are unchanged (due to movements in traffic quantities), I am
likely to be underestimating the welfare effect in its presence. When I remove the system, I keep the times on other buses and cars
unchanged and measure the change in welfare from the observed equilibrium with TransMilenio. In a world with congestion, moving
passengers from TransMilenio to other modes would slow speeds, in turn increasing the welfare change. Note my empirical results
only speak to relative changes in speeds and are silent on the overall effect of TransMilenio on speeds. In the data, the aggregate speeds
on cars and (non-TransMilenio) buses is uncorrelated with the system’s ridership: speeds fall significantly between 1995 and 2005 (a
period of significant population growth of over 29%) while stabilizing between 2005 and 2015. This highlights the role of external
aggregate shocks, such as urbanization lead by the country’s civil war, that motivates the more local analysis pursued in this paper.

20The choice to keep the total supply of floorspace fixed is motivated by the result that this is mostly unaffected by TransMilenio as
documented in the appendix. In Section 10, I explore the impact of allowing floorspace supply to respond to the system.
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financial services require more high-skilled labor. Demand for skill therefore varies across the city based on

the productivity of each industry in each location. Landowners choose how to allocate the fixed amount of

floorspace across residential or commercial use. In equilibrium, the price of floorspace, the share allocated to

each use and wages adjust to clear land and labor markets. This setup differs from recent quantitative urban

models (e.g. Ahlfeldt et. al. 2015) by incorporating multiple skill groups of workers, commute modes and

industries, where workers have non-homothetic demand for cars and residential amenities.

Despite the interactions between labor and land markets across thousands of locations that occur through the

city’s commuting network, a single measure–CMA–summarizes the effect of the entire network on a location.

This will be integral to my empirical and structural analysis in Sections 7 and 8 respectively.

4.1 Workers

The city is populated different worker skill groups indexed by g ∈ G = {L,H} with a fixed population L̄g.21

A worker ω in group g chooses a location i in which to live, a location j in which to work, and whether or not to

own a car denoted by a ∈ {0, 1}. Individuals derive utility from consumption of a freely traded numeraire good

(Ci(ω)); consumption of residential floorspace (HRi(ω)); an amenity reflecting common components of how

members of that group enjoy living in i under car ownership a (uiag); and have a disutility from commuting

that reduces their productivity at work (dija ≥ 1). Workers are heterogeneous in their match-productivity with

firms in each location (εj(ω)) and their preference for each residence-car ownership pair (νia(ω)).

Commute costs differ by car ownership because car owners can choose between commuting by car or public

transit (such as walking, bus or TransMilenio), whereas individuals without cars can only choose between public

modes. Cars also provide an amenity benefit capturing the potential for improved leisure benefits, but come at

a fixed cost of ownership pa > 0.22

Individuals have Stone-Geary preferences in which they need a minimum amount of floorspace h̄ in which

to live. Utility of a worker who has made choice (i, j, a) is then

max
Ci(ω),HRi(ω)

uiagCi(ω)β(HRi(ω)− h̄)1−βνia(ω)

subject to Ci(ω) + rRiHRi(ω) + paa =
wjgεj(ω)

dija

Solving for the optimal demand for housing and consumption good yields the following expression for indirect

utility

Uijag(ω) = uiag

(
wjgεj(ω)

dija
− paa− rRih̄

)
rβ−1
Ri νia(ω) (1)

where the iceberg commute cost dija = exp (κtija) increases with the time tija it takes to commute between i

and j under car ownership a. The parameter κ > 0 controls the size of these commute costs.23

21This is the “closed city” assumption: in Section 9 I allow for perfect mobility between the city and the rest of the country.
22In the appendix, I outline a third stage mode choice problem in which individuals decide how to commute between home and work

conditional on their car ownership decision. Car owners can choose between cars and public modes (walk, bus, TransMilenio) while
non-car owners may only use public transportation. The result is that car owners face different average commute times for each trip.

23In the appendix I show the semi-log gravity equation implied by this specification of commute costs fits the commuting data well,
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In contrast to models with homothetic preferences, the fixed nature of expenditures on cars and housing al-

lows me to match the Engel curves I document for car ownership and housing expenditure,24 and drives sorting

of workers over car ownership and residential neighborhoods by income. When cars are quicker than public

modes of transit, the rich are more willing to pay the fixed cost since their value of time is higher. Similarly,

the fixed expenditure on subsistence housing means that the poor spend a greater share of income on housing

and are attracted to low amenity neighborhoods where it is cheaper.

Timing Workers first choose where to live and whether or not to own a car, and then choose where to work. I

solve their problem by backward induction. This structure simplifies the model’s algebra; in Section 9 I show

the results are qualitatively similar if all choices are made simultaneously.

4.1.1 Employment Decisions

Having chosen where to live i and whether or not to own a car a, individuals draw a vector of match-productivities

with firms in locations across the city from a multivariate Frechet distribution25

Fg(ε1, . . . , εJ) = exp

(
−

[∑
j

T̃gε
− θ̃g

1−ρg
j

]1−ρg)
.

The parameter θ̃g measures the dispersion of productivities for type-g workers (comparative advantage), with

a higher θ̃g corresponding to a smaller dispersion, while the parameter ρg determines the correlation of an

individual’s talent across locations (absolute advantage). If ρg = 1 then draws are perfectly correlated within

individuals while if ρg = 0 then they are perfectly uncorrelated. The scalar T̃g controls the overall level of

productivities for workers in a particular group.

With these draws in hand, linearity of (1) means that workers simply choose to work in the location that

offers the highest income net of commute costs maxj{wjgεj(ω)/dija}. Properties of the Frechet distribution

imply that the probability a worker of type g who has made choice (i, a) decides to work in j is given by

πj|iag =
(wjg/dija)

θg∑
s(wsg/disa)

θg
≡ (wjg/dija)

θg

ΦRiag
(2)

where θg ≡ θ̃g/(1− ρg) reflects the relative strength of comparative advantage.

Individuals are more likely to commute to a location when it pays a high wage net of commute costs (the

numerator) relative to those in all other locations (the denominator). The sensitivity of employment decisions

to commute costs is governed by the dispersion of productivity. When workers have similar matches with firms

in different locations (high θg), then commuting decisions are more sensitive to commute costs. Differences in

in line with the consensus in the literature (Fortheringham and O’Kelly 1989). I assume commute costs reduce labor supply rather than
overall utility, since this simplifies the gravity equation for commute flows. In Section 9, I show the welfare effect is similar if commute
costs reduce utility directly.

24See the appendix for both figures and explanations of their construction.
25This can be microfounded by a process of undirected job search where workers and firms meet according to a poisson process with

match-productivity learned after each meeting.
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productivity heterogeneity across skill groups will important in determining the incidence of commute costs,

since it controls the extent to which individuals are willing to bear high commute costs to work in a location.

Resident Commuter Market Access Expected income prior to drawing the vector of match productivities is

directly related to the denominator in (2) through

ȳiag = TgΦ
1/θg
Riag, (3)

where Tg is a transformation of the location parameter of the Frechet distribution.26 I refer to ΦRiag as Resident

Commuter Market Access (RCMA). This summarizes the effect of the entire commuting network on the supply

of residents to a location: it rises when a location is close (in terms of commute costs) to well-paid jobs.

4.1.2 Residential Location and Car Ownership Decisions

In the first stage, individuals choose where to live and whether or not to own a car in order to maximize

their expected indirect utility. I assume that the idiosyncratic preferences νia(ω) are drawn from a Frechet

distribution with shape parameter ηg > 1. The supply of type-g individuals to location i and car ownership a is

then

LRiag = λU

(
uiagỹiagr

β−1
Ri

)ηg
(4)

where ỹiag ≡ ȳiag − paa − rRih̄ is income net of fixed expenditures and λU is an equilibrium constant.

Workers are attracted to locations with high amenities, high net incomes and low house prices, with an elasticity

determined by the dispersion of their idiosyncratic preferences ηg. The entire transit network only matters for

individuals’ residential choices in so far as it affects RCMA through expected income in (3).27

4.1.3 Aggregation

Firm Commuter Market Access and Labor Supply Using the commuting probabilities (2), the supply

of workers to any location is found by summing over the number of residents who commute there LFjg =∑
i,a πj|iagLRiag. This implies

LFjg = w
θg
jgΦFjg (5)

26The constants in this section are given by Tg ≡ γθ,gT̃
1/θg
g , γθ,g = Γ

(
1− 1

θg(1−ρg)

)
, λU = L̄g(γη,g/Ūg)

ηg and γη,g =

Γ
(

1− 1
ηg

)
where Γ(·) is the gamma function and Ūg is average utility for group-g individuals. Expected utility prior to learning

match productivities is Uiagω = uiag
(
ȳiag − paa− rRih̄

)
rβ−1
Ri νiaω .

27Locations are populated by members of group g only if they are desirable (ūiag > 0) and affordable (ȳiag −
paa − rRih̄ > 0). The expression for residential populations (4) therefore applies only for “active” locations ARg ={

(i, a) : ūiag > 0, rRi < (Φ
1/θ
Riag − paa)/h̄

}
that are both desirable and affordable and is zero otherwise. For clarity, I omit this

additional notation in the text. Note that while I ensure workers have positive income on average in each location, inspection of (1)
shows that since εj(ω) affects income there will be a small measure of workers who ex-post cannot afford the subsistence requirement.
This would be resolved by having a preference rather than productivity shock for each workplace location, or by having a government
who provides a lump sum transfer to ensure individuals can afford to live in each location. In Section 9, I show the welfare effect is
similar under preference shocks so this is unlikely to affect the results.
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where ΦFjg =
∑
i,a

d
−θg
ija

LRiag
ΦRiag

Labor supply in the model takes a log-linear form that depends on two forces. First, more workers com-

mute to destinations paying higher wages. Second, firms attract workers when they have better access to them

through the commuting network, captured through the term ΦFjg. This is because individuals care about wages

net of commute costs. I define the term ΦFjg as a location’s Firm Commuter Market Access (FCMA). It sum-

marizes the effect of the entire commuting network for firms in a location through its effect on labor supply.

Total effective labor supply to location is given by L̃Fjg = ε̄jgLFjg, where ε̄jg is the average productivity of

type-g workers who decide to work in j.28

Worker Welfare Properties of the Frechet distribution imply that average welfare in each location is equal to

the expected utility prior to drawing their idiosyncratic preferences in the first stage given by

Ūg = γη,g

∑
i,a

(
uiagỹiagr

β−1
Ri

)ηg1/ηg

(6)

4.2 Firms

Technology There are s ∈ {1, . . . , S} industries which produce varieties differentiated by location in the

city under perfect competition. Output is freely traded, and consumers have CES preferences over each variety

with elasticity of substitution σD > 1.29 Firms produce using a Cobb-Douglas technology over labor and

commercial floorspace

Yjs = AjsN
αs
js H

1−αs
Fjs

where Njs =

(∑
g

αsgL̃
σ−1
σ

Fjgs

) σ
σ−1

where the labor input is a CES aggregate over the effective labor across skill groups with elasticity of substi-

tution σ, αs =
∑

g αsg is the total labor share and Ajs is the productivity of location j for firms in industry s

which they take as given.

Industries differ in the intensity in which they use different types of workers αsg. All else equal, industries

such as real estate and financial services require a higher share of high-skill workers while others, such as hotels

and restaurants, rely on the low-skilled.

Factor Demand Perfect competition implies that the price of each variety is equal to its marginal cost

28In particular, ε̄jg = Tg
∑
i,a

π
−1/θg
j|iag
dija

πj|iagLRiag∑
r,o πj|rogLRrog

.
29This is the numeraire good introduced in the consumer’s problem. While the assumption of representative firms with a fixed

location seems restrictive, in the next section I show this production technology is isomorphic to more realistic setups.
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pjs = Wαs
js r

1−αs
Fj /Ajs, where rFj is the price of commercial floorspace in j and

Wjs =

(∑
g

ασsgw
1−σ
jg

) 1
1−σ

is the cost of labor for firms of industry s in location j. Intuitively, labor costs differ by industries due to their

differential skill requirements. Solving the firm’s cost minimization problem and letting Xjs denote firm sales,

the demand for labor and commercial floorspace is30

L̃Fjgs =

(
wjg

αsgWjs

)−σ
Njs (7)

HFjs = (1− αs)
Xjs

rFj
. (8)

4.3 Floorspace

Market Clearing In each location there is a fixed amount of floorspace Hi a fraction ϑi of which is allocated

to residential use and 1 − ϑi to commercial use. Market clearing for residential floorspace requires that the

supply of residential floorspace HRi = ϑiHi equals demand:

rRi = (1− β)
Ei

HRi − βh̄LRi
(9)

where LRi =
∑

g,a LRiag is the total number of residents in i. Likewise, the supply of commercial floorspace

HFj = (1− ϑi)Hj must equal that demanded by firms:

rFj =

∑
s(1− αs)

(
Wαs
js r

1−αs
Fj /Ajs

)1−ς
X

HFj
. (10)

Floorspace Use Allocation Landowners choose the fraction ϑi of floorspace allocated to residential use to

maximize profits. They receive rRi per unit of floorspace allocated to residential use, but land use regulations

limit the return to each unit allocated to commercial use to (1 − τi)rFi. Landowners allocate floorspace to its

most profitable use so that

ϑi = 1 if rRi > (1− τi)rFi
(1− τi)rFi = rRi ∀{i : ϑi ∈ (0, 1)} (11)

ϑi = 0 if (1− τi)rFi > rRi

30From CES demand Xjs = p1−σD
js X where X =

∑
i β(Ei − h̄rRiLRi) is total spending on goods in the city and Ei =∑

g,a(ȳiag − paa)LRiag is total spending on goods and housing from residents in i.
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4.4 Externalities

Productivities A location’s productivity depends on both an exogenous component Ājs that reflects features

independent of the density of economic activity (e.g. access to roads, slope of land) as well as the endogenous

density of employment in that location

Ajs = Ājs

(
L̃Fj/Tj

)µA
, (12)

where L̃Fj =
∑

s L̃Fjs is the total effective labor supplied to that location and Tj is the total units of land. The

strength of agglomeration externalities is governed by the parameter µA.31

Amenities Similarly, amenities in a neighborhood depend on an exogenous component ūiag which also

varies by car ownership (e.g. leafy streets, close to getaways surrounding the city) and a residential externality

that depends on the college share of residents

uiag = ūiag

(
LRiH/LRi

)µU,g
. (13)

In contrast to existing urban models (e.g. Ahlfeldt et. al. 2015), endogenous amenities depend on the composi-

tion of residents across skill groups rather than the total density of residents. This seems especially applicable

in developing country cities that lack strong public goods provision. In Bogotá, where crime is a significant

problem, the rich often pay for private security around their buildings which increases the sense of safety in

those areas. This externality provides an additional force towards residential segregation, since the high-skilled

are more willing to pay to live in high-amenity neighborhoods and by doing so increase the amenities even

more. While sorting could be driven by the subsistence housing requirement alone, I allow the strength of

residential externalities µU,g to differ across groups and let the data speak to the relative strength of these forces

towards residential segregation in estimation.32

4.5 Equilibrium

I now define general equilibrium in the city.

Definition. Given vectors of exogenous location characteristics {Hi, ūiag, Ājs, tija, τi}, city group-wise popu-

lations {L̄g} and model parameters {h̄, β, α, pa, κ, θg, ρg, Tg, ηg, αsg, σD, σ, µA, µU}, an equilibrium is defined

as a vector of endogenous objects {LRiag, LFjg, wjg, rRi, rFi, ϑi, Ūg} such that

1. Labor Market Clearing The supply of labor by individuals (5) is consistent with demand for labor by

firms (7),
31I do not allow for spillovers across locations since spatial units in my analysis are census tracts given the evidence on highly

localized spatial spillovers (Rossi-Hansberg et. al. 2010; Ahlfeldt et. al. 2015). However, earlier versions of the paper show how the
regression approach can incorporate such spillovers.

32Apart from improving accessibility, TransMilenio may have direct impacts on locations productivities Ājs and amenities ūiag (e.g.
through street improvements, effects on crime or pollution). In Section 8 I allow for this possibility but find no economically significant
effects, motivating their exclusion from the model.
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2. Floorspace Market Clearing The market for residential floorspace clears (9) and its price is consistent

with residential populations (4), the market for commercial floorspace clears (10) and floorspace shares

are consistent with land owner optimality (11),

3. Closed City Populations add up to the city total, i.e. L̄g =
∑

i,a LRiag ∀g.

With this definition in hand, I now characterize the equilibrium.

Proposition 1. An equilibrium exists in this city. Moreover, in a special case of the model with one group

of workers, firms and commute modes and no non-homotheticities (h̄ = pa = 0) and a fixed allocation of

floorspace, a sufficient condition for the equilibrium to be unique is that

µA ≤ 1− α+
σ + θ − 1

(σ − 1)(θ − 1)

µU ≤
1 + η(1− β)

η
− β

θ − 1

β(σ − 1)µA + σµU ≤
σ

η
+ σ(1− β) + β(1 + (σ − 1)(1− α))

Despite adding multiple groups of workers, industries and transit modes, and two fixed expenditures that

potentially influence the set of locations inhabited by each group, the first part of the proposition ensures an

equilibrium still exists. The second part provides intuition for equilibrium multiplicity by showing that in the

simplified model, the equilibrium will be unique only when spillovers are sufficiently weak. In the presence of

strong spillovers, fundamental productivities and amenities become less important and different urban configu-

rations can be supported as equilibria. While multiplicity does not pose a problem for my estimation strategy

which only requires that two equilibria be observed, I address it through my equilibrium selection rule when

solving for counterfactual equilibria.

5 Using The Model To Guide Empirical Work

In this section, I show that in a special case the model’s equilibrium has a reduced form representation in which

outcomes such as population, employment and floorspace prices can be written as log-linear functions of CMA.

This framework applies to a wide class of models featuring a gravity equation for commute flows and thus is

robust to alternative modeling assumptions.

I use this regression framework primarily as a model validation exercise to examine whether the city re-

sponds to the change in infrastructure as predicted by a class of gravity of models. The full model with multiple

layers of heterogeneity does not have an exact log-linear representation; I structurally estimate it using similar

moment conditions in Section 8.33 I also use the reduced form elasticities directly in the first order welfare
33One concern is how valid this is a model validation exercise, since it abstracts from the heterogeneity I claim to be in the data

generating process. Log-linearizing the full equilibrium equations would deliver similar specifications. For example, the change in
residential house prices would depend on a weighted average of the RCMA shocks for each skill group and car ownership cell, with
heterogenous coefficients reflecting a location’s composition. One interpretation is then that the simplified regression is approximating
the average effect from the full model. In the appendix, I conduct a Monte Carlo exercise in which I run the same regression spec-
ifications on data simulated from my full model and show that the non-parametric relationships between outcomes and CMA in the
simplified regression model are indeed log-linear.
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approximations in Section 9.

Commuter Market Access: Measurement and Intuition Consider a simplification of the model with one

group of workers, firms and transit modes and a fixed allocation of residential and commercial floorspace. Us-

ing the labor supply curve (5) to substitute for wages in the expression for RCMA in (2), the CMA terms can

be expressed (to scale) as the solution to the following system of equations

ΦRi =
∑
j

d−θij
LFj
ΦFj

(14)

ΦFj =
∑
i

d−θij
LRi
ΦRi

(15)

RCMA reflects access to well-paid jobs. It is greater when a location is close (in terms of commute costs)

to other locations with high employment, particularly so when these other locations have low access to workers

(increasing the wage firms there are willing to pay). FCMA reflects access to workers through the commuting

network. It is greater when a location is close to other locations with high residential population, particularly

so when these other locations have low access to jobs (lowering the wage individuals are willing to work there

for). I show below that the solution to this system of equations exists and is unique, so that the market access

measures are easily computed using data on population, employment and commute costs as well as a value for

the commuting elasticity.

Regression Framework In the appendix, I show that in this simplified model the equilibrium can be written

as the following system

A∆ lnYi = BR∆ ln ΦRi +BF∆ ln Φ̃Fi + ei

where ∆ lnY =
[
∆ lnLRi ∆ ln rRi ∆ ln rFi ∆ ln L̃Fi

]′
is a vector of log changes in endogenous vari-

ables, A is a matrix of coefficients reflecting the interdependence between endogenous variables, BR and BF
are vectors of coefficients controlling the direct effects of changes in market access on outcomes, e is a vec-

tor of structural residuals containing changes in fundamentals and Φ̃Fi =
∑

i d
−(θ−1)
ij

LRi

Φ
θ−1
θ

Ri

is adjusted firm

commuter access capturing access to effective units of labor.

Premultiplying by the coefficient matrix A yields the reduced form

∆ lnYi = A−1BR∆ ln ΦRi +A−1BF∆ ln Φ̃Fi +A−1ei (16)

The coefficient vectors A−1BF and A−1BR have a block structure with zeros in the first and last two entries

respectively, so that each row collapses to a univariate specification in which residential (firm) outcomes depend

only on residential (firm) commuter market access. This reduced form reflects the total change of outcomes in

response to change in market access, comprised of both the direct effect (in the BR and BF coefficient vectors)

and the indirect effect (in A−1) as the response filters through labor and land markets.
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The following proposition shows that this reduced form representation and the ability to retrieve measures

of market access using only the gravity equation for commuting of commuters across the city is shared by a

wide class of gravity models. For brevity, a complete formal statement of the proposition and its proof are

provided in the appendix.

Proposition 2. (i) Measuring CMA In a gravity commuting model with commute flows Lij = γiδjκij where

γi, δj > 0 are endogenous, the supply of residents and workers is log-linear and given by LRi = γiΦRi and

LFi = δiΦFi, where ΦRi,ΦFi are uniquely determined (to scale) by data {LRi, LFi} and parameters {κij}.
(ii) Isomorphisms In a gravity commuting model with log-linear demand for residents and labor L̃Fj =

Ajδ
α
j and LRi = Biγ

β
i Φγ

Ri where Ai, Bi > 0 are exogenous constants and the supply of labor (potentially

different from the number of workers) is given by L̃Fj = δδj Φ̃Fj , where Φ̃Fj =
∑

i
LRi
ΦRi

κijΦ
ε
Ri , in equilibrium

residence and effective employment can be expressed as log-linear functions of ΦRi, Φ̃Fi and constants Ai, Bi.

The equilibrium always exists and is unique when |ε(β − 1)− γ| ≤ |β − 1||α− 1| .

The gravity equation for commuting that determines the supply side of the model enjoys wide empirical

support and is used in the vast majority of recent quantitative urban models.34 The first part of the proposition

shows that unique values of market access can be computed using data on the location of residence and em-

ployment, as well as a parameterization of commute costs, using only the supply side of the model through the

gravity equation for commute flows. The second part shows that for a class of models with log-linear demand

for residents and labor, equilibrium population and employment can be written as log-linear functions of CMA.

In the appendix, I show that beyond my own model this framework accommodates iso-elastic housing supply,

alternative production technologies (e.g. Eaton and Kortum 2002, and individual entrepreneurs who choose

where to produce across the city) and worker preferences (such as utility over leisure). The regression frame-

work I take to the data is therefore robust to a host of alternative modeling assumptions.35

Relation to Market Access Literature In the economic geography literature, individuals live and work in the

same location and goods trade is subject to trade costs. A class of models contain measures of market access

reflecting the ease for consumers (firms) to buy (sell) goods from (to) other locations. Since this is silent on the

impact of commuting infrastructure, I consider a different class of urban models where goods trade is costless

but individuals can live and work in separate locations. These models contains measures of accessibility of

residents (firms) to jobs (workers). The similarity is natural given that both rely on a gravity equation to model

the flows of goods or factors across space.

CMA can also be recovered from observable data using less model structure than is typically used in eco-

nomic geography settings. The only structure used to derive the system (14) and (15) is the gravity equation for

commuting. In economic geography settings, additional assumptions such as symmetric trade costs, balanced

trade and goods market clearing are often made to recover market access measures from the data. In fact, one
34See McDonald and McMillen (2010) for a review of the evidence in support of gravity in commute flows; these include all the

quantitative models in Section 2.
35In the appendix, I also show the framework can be used when workers have preference rather than productivity shocks over

employment locations, so that there is no difference between effective labor and the number of workers. Most models impose additional
restrictions between α, β, γ, δ and ε which reduces the number of parameters one needs to know (see the appendix for examples).
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can show that it is precisely the absence of balanced trade in commuters that deliver separate notions of resident

and firm CMA in this paper. This distinction is important given that changes in firm and resident CMA capture

very different sources of variation.36

6 Data

In this section I provide an overview of the primary datasets used in the analysis. Additional details are provided

in the data appendix.

The primary geographic unit used in the analysis is the census tract (“sección”). Bogotá is partitioned into

2,799 tracts, with an average size of 133,303 square meters and a mean population of 2,429 in 2005.37 These

are contained within larger spatial units including 19 localities and 113 planning zones (UPZs).

My primary source of population data is the Department of Statistics’ (DANE) General Census of 1993

and 2005. This provides the residential population of each block by education level. I define college-educated

individuals as those with some post-secondary education defined by their last complete year of study. In 2015,

DANE provides population totals at the UPZ. I combine this with the share of college-educated workers in each

UPZ in the GEIH survey in that year (described below) to construct population by skill group. This allows

me to compute separate growth rates of college and non-college residents between 2005 and 2015 within each

UPZ. I then calculate 2015 census tract population by skill group by inflating the 2005 totals by these growth

rates. Details are provided in the appendix.

I use two sources of data on employment. The first is a census covering the universe of establishments from

DANE’s 2005 General Census and 1990 Economic Census which report the location, industry and employment

of each unit. The second is a database of establishments registered with the city’s Chamber of Commerce (CCB)

in 2000 and 2015. In 2015 this contains the location, industry and employment of each establishment, but in

2000 establishment size is not provided. While I tend to use the census and CCB datasets separately, a concern

is that the spatial distribution of registered employment may be different from that of total employment. In the

appendix, I show that the employment and establishment densities in both years of the CCB data are highly

correlated with that from the 2005 census. Importantly, coverage is even across rich and poor neighborhoods,

suggesting both that the CCB data is representative of overall employment. Since I rely on establishment counts

to proxy for employment in the CCB data, I also show that establishment count and employment densities are

highly correlated in years where both are available.
36Balanced trade and symmetric trade costs imply that firm and consumer market access collapse to a single measure. While these

measures are highly correlated in the economic geography setting, it makes less sense in an urban setting where balanced trade in
commuters in my setting would require the number of workers in a location to equal the number of residents, which is counterfactual.
The amount of additional model structure these papers impose is inversely related to the granularity of the data. Redding and Venables
(2004) impose none of these additional restrictions but have much stronger data requirements: they need to observe trade flows between
each geographic unit in their data. Bartelme (2015) only requires symmetric trade costs and balanced trade, while Donaldson and
Hornbeck (2015) also impose goods market clearing since they only observe population rather than expenditure in each location. In
contrast, I use only the gravity equation determining the supply of commuters to recover the CMA measures directly from data resi-
dential population and employment, which are typically available in cities from censuses and new sources such as cellphone metadata
records.

37Number reported is for tracts with positive population. Almost all tracts (2,768) have positive population in 2005. For comparison,
tracts in Bogotá are about 60% smaller than those in New York City which had an average of 4,067 residents in the 2010 census.
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Housing market data between 2000 and 2012 comes from Bogotá’s Cadastre. Its mission is to keep the

city’s geographical information up to date; all parcels, formal or informal, are included with the result that

the dataset covers 98.6% of the city’s more than 2 million properties (Ruiz and Vallejo 2015).38 It reports the

use, floorspace and land area, value per square meter of land and floorspace, as well as a number of property

characteristics. Values in the cadastre are important for the government since they determine property taxes

which comprise a substantial portion of city revenue. In developed countries, these valuations are typically

determined using information on market transactions. However, Bogotá, like most developing cities, lacks

comprehensive records of such data and those available may be subject to systematic under-reporting. As

described in the appendix, the city addresses this through an innovative approach involving sending officials

to pose as potential buyers in order to negotiate a sales price under the premise of a cash payment (Anselin

and Lozano-Gracia 2012). Professional assessors are also sent to value at least one property in one of each of

the city’s more than 16,000 “homogenous zones” (Ruiz and Vallejo 2015).39 As a result, I show the average

price per square meter of floorspace in the cadastre is highly correlated with the average purchase price per room

reported in a DANE worker survey. Importantly, the relationship is constant across rich and poor neighborhoods

which would not be the case were the cadastre over- or under-valuing expensive properties.

Microdata on commuting behavior come from the city’s Mobility Survey administered by the Department of

Mobility and overseen by DANE in 2005, 2011 and 2015. For 1995, I obtained the Mobility Survey undertaken

by the Japan International Cooperation Agency (JICA) to similar specifications as the DANE surveys in later

years. These are representative household surveys in which each member was asked to complete a travel diary

for the previous day. The survey reports the demographic information of each traveller and household, including

age, education, gender, industry of occupation, car ownership and in some years income. For each trip, the data

report the departure time, arrival time, purpose of the trip, mode, as well as origin and destination UPZ.

Employment data at the worker level come from DANE’s Continuing Household Survey (ECH) between

2000 and 2005, and its extension into the Integrated Household Survey (GEIH) for the 2008-2015. These are

monthly, repeated cross-sectional labor market surveys covering approximately 10,000 households in Bogotá

each year. They report individual and household characteristics, as well details on employment such as income,

hours worked and industry of occupation across primary and secondary jobs. I was able to access versions of

these datasets with the block of each household reported.

Commute times between more than 7.8mm pairs of census tracts by each mode are computed in ArcMap. I

obtain the shape of each mode’s network by combining spatial datasets provided by the city.40 To construct the

time to traverse each edge of the network, I assign speeds in order to match both reported values in the literature

as well as the distribution of commute times observed in the Mobility Surveys.

Finally, I measure the distance of tracts to various spatial features provided by the city. I also use a land
38I confirmed this high coverage by overlaying the shapefile for available properties over satellite images of the city. Underlining the

importance of property tax revenues, in 2008 they accounted for 19.8% of Bogotá’s tax revenues (Uribe Sanchez 2015).
39Surveyors are sent out to update the characteristics of each property every couple of years. Since the primary data informative

about prices is not necessarily updated each year, I focus on long-differences in my analysis.
40For example, the TransMilenio network is the union of pedestrian paths, trunk lines and feeder routes; the latter two can only be

entered at stations. As described in detail in the appendix, one mode may have different speeds depending on the part of the network.
For example, cars have different speeds on primary, secondary and tertiary roads.

21



use map of the city in 1980 provided by the US Defense Mapping Agency and a Tramway map from Morrison

(2007).

7 Empirical Analysis

In this section, I use the log-linear relationships between endogenous outcomes and CMA derived in Section 5

to empirically assess the effect of TransMilenio on land and labor markets.

7.1 Approach and Identification

Consider the residential outcomes in the first two entries of the reduced form system (16)

∆ lnYRit = β∆ ln ΦRit + α` + γ′Xit + εRit (17)

That is, I regress changes in (log) residential outcome YRit in census tract i in year t on changes in (log)

RCMA ΦRit, as well as a set of controls that contain census tract characteristics Xit and locality fixed effects

α` to partially capture the unobservables in the structural residential. An equivalent specification holds for

firm outcomes, which instead depend on FCMA. These CMA terms are defined by the system of equations in

population, employment and commute costs d−θijt in (14) and (15). The elasticity β is identified from variation in

CMA within census tracts over time, comparing tracts within a locality with similar observable characteristics

which experienced different changes in market access.41

Figure 1 plots the distribution of changes in commuter access across the city induced by the construction of

the first two phases of the system.42 The system increases access to jobs much more for tracts in the outskirts

of the city, which were far from the high-employment densities towards the center. Firms’ access to workers

rose more in the center, since these locations were best positioned to take advantage of increased labor supply

along all spokes of the network.43

Challenges to Identification There are two key challenges to estimating the specification (17). First, changes

in CMA contain population and employment in both periods. Productivity and amenity shocks (in the er-

ror term) that drive movements in residence and employment will therefore be mechanically correlated with

changes in CMA. To isolate the variation in CMA due only to changing commute costs, I instrument for the

change in CMA when population and employment are fixed at their initial values in the system (14) and (15).44

41The reduced form elasticities are outcome-specific but I omit this additional notation here. For firm outcomes, I use the unadjusted
firm commuter access instead of the adjusted term that reflects units of effective labor supplied. The results are qualitatively unchanged
if I use the adjusted term (the measures have a 0.99 correlation).

42In order to compute the market access terms, I require values for d−θij = exp(−θκtij). The estimation of θg, κ is outlined in the
next section; I measure θ and tij by averaging over skill group and car ownership values respectively weighting by population shares of
each category. The figure plots the change in CMA induced by holding population and employment fixed at their initial level in 1993
and 1990 respectively (from the population and economic census) and changing only commute costs to isolate graphically the change
due only to TransMilenio.

43Firm CMA also increases toward the center-North of the city due to the high density of (low-skill) workers in the South.
44I exclude the location itself when calculating its predicted change in CMA to address the possible correlation between initial

residence and employment and unobserved shocks. In robustness checks, I extend this to exclude all tracts within 1.5km of a location.
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Second, CMA growth may be correlated with the error if TransMilenio routes targeted neighborhoods with

differential trends in productivities or amenities. For example, the government may have wanted to support

growing neighborhoods or to stimulate lagging ones. I therefore construct two instruments for TransMilenio

routes, which in turn imply two instruments for the change in CMA.45 The first instrument takes as given the

government’s overall strategy of connecting portals at the edge of the city with the CBD as given, excludes those

areas from the analysis, and constructs the routes that would have been built if the sole aim had been to minimize

costs. I construct these routes by first digitizing a land use map of Bogotá in 1980 to measure the different types

of land use on small pixels across the city (e.g. arterial roads, vacant, developed etc). Using engineering

estimates for the cost to build BRT on different types of land use, this provides a construction cost raster for

the city based on the share of land use in each pixel. This allows me to solve for the least-cost paths connecting

portals with the CBD. This will be a valid instrument when these least-cost routes predict TransMilenio’s

placement but are uncorrelated with trends in unobserved amenities and productivities (conditional on controls).

The second instrument exploits the location of a tram system opened in 1884, which was last extended in

1921 and stopped operating in 1951. I extend the 1921 lines to the edge of the city in present day, to improve

predictive fit given the city’s substantial expansion over the period. The tram was built along wide arterial roads,

which should predict the location of TransMilenio since these are cheaper to convert to BRT than narrow ones.

The tram may have had persistent direct effects on trends in unobservables that last well after its construction,

which I capture by including historical controls.46 Conditional on these historical variables, the tram routes

should be uncorrelated with changes in productivities and amenities between 2000 and 2012 to the extent that

these were unanticipated by city planners in 1921.

My identification assumption is that the instruments have only an indirect effect on outcome growth through

the predicted change in CMA. One worry is that features that make a location cheaper to build BRT, such as

proximity to a main road, can have direct effects on outcomes. A key advantage of my approach is that I

can control for distance to these features (distance to the tram, distance to main roads) and use only residual

variation in predicted CMA growth for identification. This is much harder to implement in distance-based

specifications where there is likely to be little residual variation in distance to one particular least cost road

conditional on distance to main roads. To provide further evidence in support of my identification assumption,

I check the stability of IV point estimates as controls are added and test that both instruments yield similar

coefficients. I also run a host of robustness checks described below.
45The CMA instruments are constructed as follows. In ArcMap, I compute the commute times had the system been built along each

instrument. Plugging these into (14) and (15) and continuing to hold population and employment fixed at their initial level, I obtain the
predicted CMA had TransMilenio been built along these routes. My instrument for the change in CMA is then defined as the difference
between this predicted CMA under TransMilenio and its value in the initial period without the system. Similar approaches have been
used in the trade and economic geography literature to predict the location of present day infrastructure based on historical instruments
(Baum Snow 2007; Duranton and Turner 2012) or predicted construction costs (Faber 2015, Alder 2017).

46These include 1933 population and distance to main roads in 1933. That I extend the tram lines to the edge of the city should also
reduce concerns over direct effects of the tram on outcome growth, since much of the instrument was never built.

23



7.2 Results: Main Outcomes

Main Outcomes Table 3 presents the main results. In all specifications, only tracts further than 500m from a

portal and the CBD are included in order to keep a constant sample across specifications.47 Columns (1) and

(2) report the results from the OLS regressions where the change in CMA is measured using both the change

in commute costs as well as the change in population and employment. In most cases, the point estimates are

slightly lower in column (2) (my preferred specification with full controls) due to the positive correlation of

changes in market access with initial land market and demographic characteristics that caused treated locations

to grow faster over the period.

Columns (3) and (4) run the baseline IV specification, which instrument for the total change in market

access holding employment and population fixed at their initial levels. The point estimates tend to fall slightly,

reflecting the positive mechanical correlation previously discussed.

Columns (5) and (6) instrument for the change in market access both by holding initial employment and

population constant and computing the change in commute times had TransMilenio been built along the least-

cost path instrument. For residential outcomes, the point estimates are larger than columns (3) and (4). While

this could be (partially) due to measurement error, the difference suggests a negative correlation between Trans-

Milenio placement and growth in unobserved amenities and productivities. This seems plausible, given that the

system was built to serve areas of the city that had been growing during the 1990s and may therefore have

slowed down during the 2000s as they became congested. Commercial outcomes are more noisy, but the over-

all pattern is that the IV estimates are slightly higher than the previous estimates. That the estimates are stable

as additional controls are added provides additional evidence in support of the exclusion restriction.

Finally, columns (7) and (8) use both the tram and LCP instruments. The coefficients remain stable com-

pared to using the LCP instrument alone, and in all but one case I fail to reject validity of the overidentification

restrictions.48

Heterogeneous Effects of Transit Figure 4 plots the non-parametric relationship between (residual) growth in

outcomes and (residual) changes in CMA. The relationship appears approximately log-linear for each outcome,

as predicted by the model. This suggests the model performs well in fitting the heterogeneous effects observed

in the data: tracts that experience large improvements in market access report large changes in outcomes.

Robustness In the appendix, I report a number of additional results which I summarize here.

First, I use less model-dependent measures of resident and firm CMA. These are commute-time weighted
47One limitation of my data is that variables do not line up over time periods and each specification may therefore rely on changes over

different periods. However, I always use changes in market access constructed between the two waves in question and measure CMA
using the values for population and employment in each period. Population regressions using differences from 1993 to 2005 measure
changes in market access induced by phase one (opened between 2000 and 2003, with 47% and 73% of the phase opened by 2000
and 2001 respectively). Land market and employment regressions using differences between 2000-2012 and 2000-2015 respectively
measure changes in market access induced by phase one and two (opened between 2005-2006). Employment and population regressions
are weighted by initial establishment counts and population respectively to increase precision, but in robustness checks I show the results
also hold in unweighted regressions. I also restrict the sample to tracts within 3km of stations for main specifications to ensure the results
are not being driven by changes in CMA in very distant tracts, but include all tracts in robustness checks.

48Comparison of these reduced form estimates with those implied by the model’s structural parameters is provided in Section 9.1.
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sums of employment and residence respectively, and recall the “market potential” discussed by Harris (1954)

and alluded to in the discussion of accessibility in Hansen (1959).49 Second, I run falsification tests to check

that changes in CMA induced by particular lines are not associated with growth in outcomes before they open.

Third, I condition on distance to stations to show that the effects are driven by changes in market access rather

than characteristics of stations (e.g. changes in foot traffic, pollution or complementary infrastructure). Fourth,

I assess the response of variables to changes in market access to distant locations more than 1.5km away, re-

ducing the potential for bias resulting from local unobservables. Both of these empirical approaches are not

possible with a distance-based empirical approach. Fifth, I use alternative speeds to compute the commute

times for each mode. Sixth, I vary the commute elasticity θ to 1.5 and 0.5 times its estimated value. Seventh,

I include all census tracts in the analysis, rather than those within 3km of a station. Eighth, I run unweighted

regressions for employment and population regressions which are weighted in the main specifications. Finally,

I use Conley (1999) HAC standard errors (compared to the baseline estimates which cluster by census tract)

to allow for arbitrary spatial correlation of errors across tracts within 500m of each other. That my results are

robust to these alternative specifications provides additional evidence in support of the causal effect of Trans-

Milenio on urban outcomes through improvements in CMA.

Comparison with Distance Band-Based Predictions One key benefit of the CMA approach is that by captur-

ing the specific geography of a city and the change in its transit network, estimates from one context are more

likely to port to others than those based on distance to stations. Another advantage is the rich heterogeneity

in treatment effects shown in Figure 1. In the appendix, I compare the predictions for residential house price

growth in the CMA model with those from a distance-based regression of the change in floorspace prices on

two dummies for being closer than 750m from a station and between 750-1500m from a station (relative to

the omitted tracts between 1.5-3km away). The dissimilarity index for the predicted changes is 0.631, with

appreciation over- (under-)predicted in the center (outskirts).50

7.3 Results: Additional Outcomes

Commute Distance Table 4 examines whether TransMilenio led to changes in commuting distances. Col-

umn (1) shows that changes in market access caused by TransMilenio were indeed associated with greater

probability of using the system in 2015, providing reassurance that the measure captures changes in commut-

ing opportunities. Columns (2)-(4) run difference-in-difference specifications similar to (17) exploring how

changes in market access affected commute distances within residential locations (UPZs) between 1995 and

2015. Throughout the OLS and IV specifications, improvements in CMA led to increases in commute dis-

tances, suggesting the system made employment in more distant locations more attractive. Finally, column (5)

tests for heterogeneous effects across workers and finds the effect on commute distances is mildly greater for

low-skill workers. This likely reflects both their greater reliance on public transit as well as a greater sensitivity
49In particular, I define RMPi =

∑
j t
−1
ij LFj and FMPi =

∑
j t
−1
ij LRj as resident and firm market potential respectively. I also

add each control variable incrementally to the OLS specification to show its impact on the CMA coefficient.
50For two variables Xi, Yi this is defined as 1

2

∑
i |

Xi∑
k Xk

− Yi∑
k Yk
| . It varies between zero and one, with zero indicating identical

distributions across locations.
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of commute flows to commute costs as shown in the next section.

College Share A key question surrounding the debate on the effects of public transit is whether it leads

to a re-sorting of worker (skill) groups. In the US, investments in transit have typically been followed by reduc-

tions in the share of rich residents (e.g. Glaeser et. al. 2008) although there is evidence this effect varies across

different types of neighborhoods (Heilman 2017). However, the evidence in developing countries is far sparser.

Table 5 explores how the share of college residents in a census tract responds to changes in RCMA. Col-

umn (1) shows that, on average, there was no significant effect on demographic composition. However, this may

mask underlying heterogeneity: the model predicts that the high-skilled are more willing to pay for improved

access to jobs in neighborhoods with high amenities.51 In columns (2) to (4), I test whether the response dif-

fered by tracts according to the college share of the surrounding neighborhood.52 The college share did increase

in response to an increase in market access, but only in neighborhoods with an initially high college share. In

other words, the high-skilled were only willing to pay for improved transit access in “nicer” neighborhoods,

and would not trade off these benefits for the lower amenities in poorer locations in the South. In contrast, the

low-skilled were more likely to move into poorer neighborhoods with a lower initial college share. Overall, this

shows that TransMilenio increased residential segregation between the low- and high-skilled.

Wages Table 6 examines the impact of market access on wages reported by individuals across UPZs. I

run a difference-in-difference specification similar to (17) to examine the effect of improved RCMA on log

average hourly wages reported by full-time workers between 18 and 55. Column (1) shows a strong association

between improved access to jobs and wages over the period. However, column (2) controls for the changing

educational composition of workers and shows that about half of the relationship is explained by re-sorting of

workers by skill. The result is qualitatively unchanged when using the IVs in columns (3) and (4). Finally, col-

umn (5) shows that the effect of RCMA on wages is greater for high-skilled individuals than for the low-skilled.

While my cross-sectional data do not allow me to control for individual fixed effects, that wages rise even when

controlling for changing worker characteristics supports the idea that CMA reflects accessibility to high-paid

jobs. That the effect is greater for high-skill workers suggests they may benefit more from improved transit, a

topic I return to in the quantitative section. 53

51Assuming one mode of transit for the moment and the same wage for skill groups, log-linearizing the expression for residential
populations (4) yields

∆ lnLRig ≈ ηg
µYig
θg

∆ ln ΦRi − ηg(1− β + µRig)∆ ln rRi + ηg∆ lnuig

where µYig =
TgΦ

1/θg
Ri

TgΦ
1/θg
Ri

−rRih̄
and µRig = rRih̄

TgΦ
1/θg
Ri

−rRih̄
. Note µRig is greater for poor individuals in expensive neighborhoods. Thus

poor, low-skilled workers are more sensitive to house price appreciation in expensive neighborhoods and are less willing-to-pay for
improved CMA than the high-skilled.

52I measure a tract’s surrounding college share using the share of college residents within a 1km disk around each tract centroid in
1993 (excluding the tract itself). I then define a high college dummy equal to one for tracts in the top two terciles of its distribution.
The results are robust to using own-tract college share (subject to mechanical bias as a lagged dependent variable).

53Effects on other labor market outcomes are available upon request. I find a mild fall in hours worked and the probability an
individual is employed at a small establishment with less than 5 workers, but the vast majority of these effects are driven by changing
skill-composition of residents.
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8 Structural Estimation

In this section I structurally estimate the full model from Section 4 which allows a quantitative assessment of the

distributional effects of TransMilenio. I first describe how the model can be inverted to obtain the unobservable

wages, amenities and productivities that rationalize the observed data as an equilibrium of the model. I then

outline the procedure to estimate the model’s parameters. Finally, I present the estimation results and model

diagnostics.

8.1 Model Inversion

The model contains unobserved location characteristics, such as wages, productivities, amenities and land use

wedges. While the presence of agglomeration forces allows for the possibility of multiple equilibria, I am able

to recover unique values of composite productivities and amenities that rationalize the observed data as a model

equilibrium.

There is a key difference in this process compared to recent quantitative urban models (e.g. Ahlfeldt et.

al. 2015). In those models, there is one group of workers. Combining data on residence and employment and

leveraging the model structure provided by the gravity equation in commuting, it is straightforward to solve for

the unique vector of wages that rationalizes the observed data. To replicate this in a model with multiple skill

groups would require data on residence and employment by skill group. While data on residence by skill group

are typically available from population censuses, I am unaware of similar datasets that provide employment

by skill group within small spatial units within cities. This is where the model’s multiple industries becomes

useful. In the data I observe employment by industry. Intuitively, given the different skill-use intensities

across industries, the relative employment by industries in a location should be informative about the relative

employment across skill groups. The following proposition formalizes this intuition, and shows that a unique

vector of group-specific wages can be recovered using data on residence by skill and employment by industry.

Obtaining the remaining unobservables is straightforward.

Proposition 3. (i) Wages Given data on residence by skill group LRig, employment by industries LFjs, com-

mute costs dija and car ownership shares πa|ig in addition to model parameters, there exists a unique vector of

wages (to scale) that rationalizes the observed data as an equilibrium of the model.

(ii) Remaining Unobservables Given model parameters, wages and data {LRig, πa|iag, LFjs, Hi, ϑi, rRi, rFi}
there exists a unique vector of unobservables {uiag, Ajs, Xjs, τi} (to scale) that rationalizes the observed data

as an equilibrium of the model.

8.2 Parameter Estimation

My procedure to estimate the parameters of the model can be summarized as follows. First, I calibrate and

estimate a subset of parameters without solving full model. Second, I solve for wages using parameters from

the first step. Third, I estimate the remaining elasticities via GMM using moments similar to reduced form

analysis. Fourth, with all parameters in hand, I invert the model to recover unobservables.
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8.2.1 Parameters Calibrated to Exogenous Values

I calibrate {σ, σD, αs} to existing values from the literature. I set the elasticity of substitution between labor

skill groups to σ = 1.3 based on the review in Card (2009). I set the cost share of commercial floorspace to

the estimates from Greenwood, Hercowitz, and Krusell (1997) who measure the share of labor, structures and

equipment in value added for the US to be 70, 13, and 17 respectively. A floorspace share of 1 − αs = 0.156

corresponds to their estimates renormalized to exclude equipment which is absent from my model. I set this to

be equal across industries. I set the elasticity of substitution of demand to σD = 6 close to median estimates

from Feenstra et. al. (2014). I vary both elasticities of substitution in robustness checks.

I now discuss how I estimate the parameters {β, αsg, κ, θg, ρg, Tg} using relationships from the model.

8.2.2 Parameters Estimated without Solving the Model

Share Parameters I estimate 1−β = 0.24 to match the long-run housing expenditure share in Bogotá.54 I es-

timate the labor shares αsg by industry using the average share of the wage bill paid to college and non-college

educated workers in Colombia between 2000 and 2014 in all cities other than Bogotá. Assuming that firms

outside Bogotá aggregate labor using Cobb-Douglas technology, these labor cost shares identify αsg.

Commute Costs The appendix outlines how commute times for car and non-car owners are constructed us-

ing averages of the time on each available mode implied by a discrete choice model. In the third-stage of the

model, having chosen where to live and work individuals choose which mode of transport to commute with

given their idiosyncratic preference for each mode. These preferences are drawn from a Generalized Extreme

Value distribution that allows for a nested preference structure across public and private nests. The commute

time between each pair of census tracts for each mode is computed in ArcMap. This allows me to estimate κ

by fitting the mode choice model to the 2015 Mobility Survey by Maximum Likelihood. This is identified from

the sensitivity of individuals’ mode choices to differences in times across modes within particular commutes.

Table 7 reports the results. I obtain an estimate of κ = 0.012, very close to the estimate of 0.01 in Ahlfeldt

et. al. (2015). The last entry reports the estimate for the parameter λ governing the correlation of preference

shocks within the public nest. When λ = 1 there is complete independence between draws in the public nest,

while λ = 0 implies perfect correlation. The estimate of λ = 0.14 suggests idiosyncratic preferences are highly

correlated within public nests i.e. commuters on public transport tend to take the quickest mode. Given this

order of magnitude difference in sensitivity to commute times, my baseline specifications assume that users

take the quickest public mode of transportation available but imperfectly substitute across cars and public tran-

sit.55 The remaining parameters reflect average preferences for each mode relative to walking (conditional on

commute time). Intuitively, cars are most attractive followed by buses and TransMilenio. That TransMilenio is

least desirable likely reflects the high crowds using the system as well as the inconvenience of having to walk

between stations and final origins and destinations.
54See the Engel curves in the appendix.
55I explore the sensitivity of my results to alternative aggregation methods in the appendix. The semi-elasticity of mode choices to

commute times is κ for public vs private nests and κ/λ for modes within the public nest.
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Skill Distribution The gravity equation for commute flows in (2) combined with the specification of com-

mute costs dija = exp(κtija) implies a semi-log gravity equation for (conditional) commute flows

lnπj|iag = γiag + δjg − θgκtija + εijag

where γiag and δjg are fixed effects and εijag is an unobserved component of commute times. I aggregate to

the locality level and use commuting data from the 2015 Mobility Survey. θg is identified from the sensitivity

of commuting decisions to commute costs, conditional on trip origin, trip destination and car ownership. Given

the presence of zeros in the data, I estimate the model using Poisson Pseudo-Maximum Likelihood (PPML) as

suggested by the trade literature (e.g. Santos Silva and Tenrayo 2006).

While the fixed effects absorb any unobserved factors varying by origin and destination, one concern is

whether there are origin-destination specific unobserved components of commute costs correlated with trip

time. I address this in two ways. First, I include direct measures of factors other than time that may determine

the attractiveness of a commute and examine how this changes the results. I measure the average number of

crimes along a route, the average house price, as well as the share of the trip that occurs along a main road.

Second, I instrument for commute times using the LCP and Tram instruments.

The results are reported in Table 8. Column (1) shows that high-skill workers are less sensitive to commute

costs than low-skill workers with a semi-elasticity of -0.0242 compared to -0.0336.56 In column (2) I control

for other observable factors that may affect the cost of commuting. These characteristics are not significant

determinants of commute flows, and the point estimates are unchanged. In columns (3) and (4) I instrument for

commute times and find that the estimates are remarkably stable. These results suggest that having controlled

for unobservables that vary by origin and destination, commuting decisions are primarily driven by commute

times rather than other observed non-time factors. Additionally, the stability of OLS and IV point estimates

suggests unobserved determinants of commute costs are not correlated with commute times (conditional on

fixed effects).57

Given the estimate of κ, the point estimates from column (4) correspond to θH = 2.054 and θL = 2.840.

Both the overall magnitude and the fact that more educated workers are estimated to have a greater dispersion of

match-productivities lines up with existing estimates (e.g. Lee 2015; Hsieh et. al. 2016; Galle et. al. 2017).58

56This does not imply one should observe the high-skilled taking longer commutes. It means that from any location of residence, the
low-skilled will be less willing to commute to locations with high commute costs ceteris paribus. Average commute times and distances
are greater for the low-skilled in Bogotá since they live further from high employment densities in central areas.

57In the appendix I also estimate the relationship using changes in commuting patterns between 1995 and 2015, but there are two
reasons why I do not use this as the baseline specification. First, there is a pronounced city-wide reduction in car and bus speeds
between 1995 and 2005 discussed in the appendix. While I show this is uncorrelated with TransMilenio routes, a concern is that
changes in computed times driven by changes in speeds will be greater for longer trips which introduces an endogeneity problem of
its own. Second, IV-PPML failed to converge in the two-period model. Work has shown that the Poisson model is not subject to an
incidental parameter problem in the case with two fixed effects (e.g. Fernandez-Val and Weidner 2016), but I am not aware of results
for the case with three fixed effects that applies in the time-differenced specification. Regardless, I report the results from the PPML
as well as a least squares model (where both OLS and IV estimators converge) in the appendix. The PPML point estimates are very
similar to those from the cross-section, and I show in robustness exercises that the quantitative results are qualitatively unchanged when
using these alternative θ estimates.

58While the only parameter that matters for the computation of equilibria is the ratio θg = θ̃g/(1− ρg), I also able to use wage data
to separate θ̃g and ρg . I report the results and procedure in the appendix.
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8.2.3 Parameters Estimated Solving the Full Model

It remains to estimate the parameters {h̄, pa, Tg, ηg, µA, µU,g}.
In the appendix, I show that given the parameter estimates in the previous section, there is a unique vector

of parameters {h̄, pa, Tg} that matches the average expenditure share on housing, the average expenditure on

cars, and the college wage premium respectively. I solve for them in the process of recovering the model’s

unobservables, and allow them to vary in each period to exactly match each wave of data. Lastly, I identify the

residential supply elasticity ηg and spillover parameters µA, µU,g by exploiting the fact that changes in market

access induced by TransMilenio provide a shock to the supply of labor and residents across the city.

Amenities Moment Taking logs of the expression for residential populations in (4) delivers the following

expression for residential population growth across skill groups

∆ lnLRiag = ηg∆ lnViag + ηgµU,g∆ ln
LRiH
LRi

+ γ` + γ′RControlsi + ∆ ln εRiag (18)

where ∆ lnViag ≡ ∆ ln ỹiag − (1 − β)∆ ln rRi is the change in indirect utility from living in (i, a) net of

changes in amenities, γ` and Controlsi are locality fixed effects and tract characteristics (to partially control

for changing fundamentals) and ∆ ln εRiag is a residual that reflects unexplained growth in productivity (i.e.

residual variation in ∆ ln ūiag). To identify ηg, I require a source of exogenous variation in the common

component of utility from living in a location ∆ lnViag. To identify the strength of spillovers µU,g, I require a

separate source of exogenous variation in the college share of residents ∆ lnLRiH/LRi.

I instrument for the change in indirect utility using the instruments for the change in RCMA. Two addi-

tional instruments provide separate variation in the share of college residents. First, tracts which experience

a greater growth in CMA to high-skill jobs relative to low-skill jobs should experience a larger increase in

the share of college residents. This is captured by the instruments ZkDiff,i = ∆ ln Φ̄k
RiH − ∆ ln Φ̄k

RiL for

k ∈ {LCP, Tram}. Second, I augment this by interacting the change in CMA for high-skilled residents with

the house price in the initial period ZkRents,i = ∆ ln Φ̄RiH × ln r2000
Ri . That this should differentially predict en-

try of high-skilled residents is a direct consequence of log-linearizing the expression for residential populations

(4), which implies that poorer, low-skilled residents are less likely to move into expensive neighborhoods due

to their increased expenditure on housing.59 The moment condition I use to identify ηg and µU,g is therefore60

E [∆ ln εRiagZRiag] = 0, ZRiag ∈

{
∆ ln ΦLCP

Riag ZLCPDiff,i ZLCPRents,i

∆ ln ΦTram
Riag ZTramDiff,i ZTramRents,i

}

Productivity Moment Recall that firm sales are given by Xjs ∝
(
Wαs
js r

1−αs
Fj

)1−σDAσD−1
js . Commercial

59See footnote 51 for exposition. I define Φ̄kRig ≡
∑
a ΦkRiag to be the sum of RCMA across car ownership within a location-skill

group.
60I also include orthogonality conditions with each control variable. My baseline specification measures changes in outcomes be-

tween 2000 and 2015 and uses the change in transit network due to the first phase of the system since the raw population data at the
tract level comes from 2005 (before using the 2015 UPZ totals to inflate to that year).
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floorspace prices are observed. Wages are recovered from model inversion in proposition 3 using data on

employment, residence and commute costs. These define the labor cost index Wjs. Lastly, the model implies

that firm sales are proportional to the wage bill through αsXjs =
∑

g wjgL̃Fjgs . Since effective labor is

obtained using data on employment and model-implied wages, this allows me to recover firm sales Xjs.

Composite productivity Ajs ∝ Wαs
js r

1−αs
Fj X

1/(σD−1)
js is the residual that ensures the model definition for

sales holds. The model infers high productivity in locations where employment is high (reflected through

high sales) relative to the observed price of commercial floorspace and the accessibility to workers through

the commuting network (which determines wages). Using data before and after TransMilenio’s construction

provides two values for composite productivities in each location. Taking logs of (12) and including a set of

control variables to (partially) capture changing fundamentals yields

∆ lnAjs = µA∆ ln L̃Fj + γ` + γ′FControlsj + ∆ ln εFjs

where ∆ ln εFjs is a residual that reflects unexplained growth in productivity (i.e. residual variation in ∆ ln Ājs).

The agglomeration elasticity is identified from the extent to which model-implied composite productivity

depends on employment. The identification challenge is clear: locations may become more productive because

more people work there, or locations whose productivity is growing may attract more workers. Guided by

the reduced form results, I exploit the fact that labor supply in the model is a log-linear function of FCMA.

TransMilenio therefore provides a shock to labor supply in each location through the commuting network,

and my instruments isolate the portion of this variation orthogonal to changes in location fundamentals. The

moment condition I use to identify µA is therefore61

E [∆ ln εFisZFig] = 0, ZFig ∈

{
∆ ln Φ̄LCP

FiL ∆ ln Φ̄LCP
FiH

∆ ln Φ̄Tram
FiL ∆ ln Φ̄Tram

FiH

}

8.2.4 GMM Results

Main Results Table 9 presents the main results. Three comments are in order. First, the estimate of the produc-

tivity externality of 0.237 is large. Ahlfeldt et. al. (2015) obtain an estimate of 0.07 using a similar framework

in Berlin, while the estimates in the literature have tended to lie within the 0.03-0.08 range reviewed in the

survey by Rosenthal and Strange (2004). However, other experimental approaches in the US have obtained es-

timates as high as 0.12 and 0.2 (Greenstone, Hornbeck, and Moretti 2010; Kline and Moretti 2014). The returns

to agglomeration may be higher in developing countries due to factors such as a lack of road infrastructure or

high crime, both of which are certainly at play in Bogotá. To my knowledge, this is the first intra-city estimate

of agglomeration in a less developed country using quasi-experimental variation. However, in counterfactuals I
61Since the unit of observation differs across firm outcomes (tract-industry) and residential outcomes (tract-skill group-car owner-

ship), and there are no interdependencies between parameters across moment conditions (i.e. µA only affects the productivity moment
condition while ηg, µU,g only affect the amenity moment conditions), I estimate the equations separately via GMM rather than in one
joint system. This avoids the need to make arbitrary aggregation up to consistent units without any loss of information. I also provide
a set of 10 different starting values for the solver drawn from a uniform grid between 0 and 10 for each parameter, and find the solver
converges to the same minimum each time. This suggests the objective function is well-behaved and my estimates do not result from a
local minimum.
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turn spillovers off completely as well as set them to a smaller values similar to Ahlfeldt et. al. (2015) to ensure

my quantitative results are not driven by this estimate alone.

Second, the residential population elasticity is greater for low-skilled than high-skilled. This might reflect

factors such as home ownership that make the residential locations of the high-skilled more sticky. These

elasticities are larger than the commute elasticities, underscoring the benefits from estimating residential and

employment location decisions as a two stage problem.

Third, the spillover parameters for residential amenities are 0.250 and 0.342 for the low- and high-skilled

respectively. The share of college-educated residents in a tract increases the amenities from living there, the

high-skilled value living around each other more than the low-skilled, and these endogenous forces are around

twice as strong in Bogotá than Ahlfeldt et. al. (2015) find for Berlin.

Robustness In the appendix, I check the robustness of these estimates. First, I control for log distance to the

closest TransMilenio station (instrumented using the log distance to the instruments) to assess whether Trans-

Milenio impacted amenities and productivities directly (e.g. through street improvements, effects on crime or

pollution). I find no effect on amenities,62 and an economically small reduction in productivity. This suggests

the primary effect of TransMilenio was indeed through improved accessibility. Next, I vary the elasticity of

substitution of demand (from 4 to 9) and elasticity of substitution between skill groups (from 1.3 to 2.5).63 The

point estimates are largely robust to the elasticity of substitution of labor, but the agglomeration point estimate

is mechanically related to the demand elasticity since both affect returns to scale. While my preferred esti-

mate lies in the middle of the observed range, I later examine the robustness of my quantitative results to these

parameters. Finally, I assess how excluding non-homothetic housing demand impacts my estimates which I

discuss in Section 9.

8.3 Non-targeted Moments: Model vs Data

I now evaluate the model’s performance by assessing its ability to match moments not targeted in estimation.

Wages Figure 5a compares the average wage earned by residents of each locality with that observed in 2014

in the GEIH data. The latter was not used in estimation. The two variables are highly correlated with values of

0.528 for non-college and 0.592 for college workers. Most observations lie along the 45-degree line for low-

skilled workers, but there is noticeable deviation for the richest localities amongst high-skill workers.64 While

the model is unable to capture all factors that drive differences in average income, the high correlation suggests

that the spatial forces perform well in explaining income differences across the city.

62In additional results available on request, I show directly there was no significant impact of distance to TransMilenio on change in
crime between 2007 and 2012.

63The value of 2.5 is estimated by Card (2009) for skill groups using regional data in the US.
64The model loads all spatial variation in employment unexplained by bilateral commute costs from places of residence into wages.

There may be non-wage amenities such as safety, access to food and retail establishments, that determine how attractive it is to work
in a location. This could explain the relatively poor fit for high-skilled workers if they value these attributes more. So long as these
amenities are fixed in the counterfactuals they will not affect the quantitative results.
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Amenities and Productivities In the model, amenities and productivities represent characteristics that make

locations more or less desirable to individuals and firms who might choose to locate there. In the appendix,

I show that (i) neighborhoods with less crime are associated with higher amenities and (ii) productivities are

higher in tracts with less crime, a flatter slope and a higher density of roads. Overall, the model performs well

at capturing features that affect the desirability of locations in the city.

Commute Flows Using the wages that rationalize the observed distribution of residential population by skill

and employment by industry, I use the model to compute the commute flows between origin, destination and car

ownership pairs according to the gravity equation (2). The model exactly matches total residence, employment

and the share of car owners, but information over the bilateral commute shares was not used in estimation.

Figure 5b tests the performance of the model’s assumptions by comparing these implied commute shares with

those observed within each locality in the 2015 Mobility Survey. The model matches commute flows across

skill and car ownership groups well. Importantly, the fit is even across college and non-college workers, show-

ing the method to back out wages by skill group using the location of employment by industries performs well

in predicting commute flows.

Employment By Skill Group Figure 6 compares the skill employment ratio ln(LFiH/LFiL) within each UPZ

in the model with that implied by trips to work in the 2015 Mobility Survey. To show the importance of the

ingredients in the model, panel (a) plots the results from a simplified model in which labor skill groups are per-

fect substitutes and share the same commute elasticity (set to the average value) as in Ahlfeldt et. al. (2015). In

this model, relative employment by skill group has an oddly smooth pattern that slowly declines as one moves

further south in the city. This is because low- and high-skilled workers receive the same relative wage in each

location and have the same sensitivity to commute costs, so differences in commuting behavior are solely due

to differences in residential locations. Thus, the supply of high-skilled workers is much greater in the North

close to where they live, and vice versa for the poor who live in the South. This is clearly counterfactual to the

distribution in the data shown in panel (c). By contrast, my model performs much better in matching this spatial

distribution of the employment of relative skills (panel (b)): the correlation between the skill share in the data

and in the baseline model is 0.406 compared to 0.256 in the simplified model.

Heterogeneous Sorting Response Panel (c) of Figure 7 shows that when simulating the change in transit

induced by TransMilenio, the model captures the increase in residential segregation documented in the reduced

form analysis: the college share rises (falls) with RCMA in tracts with a high (low) initial college share. Run-

ning the same regression as the last column of Table 5 yields an interaction coefficient between the change in

average RCMA and the initial college share measure of 0.102 (0.020), remarkably close to the 0.111 (0.047)

estimated in the data despite not being targeted in estimation.
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9 The Welfare Effects of TransMilenio

This section quantifies the impact of TransMilenio by simulating the effect of its removal from the 2012 equi-

librium. I begin by using first-order approximations to the welfare change that are easy to implement using

readily available travel survey data. I then compare this with the results from the full model that capture the

global, general equilibrium responses and decompose the differences.65

9.1 First Order Effects

The standard approach to evaluate the gains from transit infrastructure is based on the Value of Travel Time

Savings (VTTS) approach (e.g. Small and Verhoef 2007), in which its benefits are given by minutes saved times

the value of time. The following proposition shows that under certain conditions, this is precisely the first order

welfare impact from a change in infrastructure in the full general equilibrium model.

Proposition 4. In the model without spillovers, equal ownership of the housing stock and no preference het-

erogeneity, the competitive equilibrium is efficient. The elasticity of welfare to a change in commute costs

is

d ln Ūg = −βκ
∑
i,j,m

wijgLijgm∑
r,s,nwrsgLrsgn

dtijm. (19)

A straightforward application of the envelope theorem shows that, in an efficient economy, only the direct

effect of new infrastructure matters for welfare. This turns out to be proportional to a weighted average of

commute time reductions, with weights given by a commute’s initial share of total labor income. The constant

of proportionality reflects the relation between commute time and costs (through κ), and that with fixed housing

supply a reduction in commute times raises house prices and hence the cost of living (at rate 1− β).66

In the appendix, I derive two additional welfare approximations:

d ln ŪV TTSg = −κ
∑
i,j,m

Lijgm∑
r,s,n Lrsgn

dtijm

d ln ŪFOAg =
∑
i,m

LRigm∑
r,n LRrgn

(
εY − βimgεR

)
d ln ΦRigm

The first is the welfare change under the VTTS approach. This mirrors (19), except for the slight difference in

weights and the omission of the house price response captured by β. The second takes a less model-dependent

approach that leverages the reduced form elasticities estimated above. The expression arises from a first or-

der approximation to the change in an indirect utility function that depends only on house prices and income,
65I refer to the “2012 equilibrium” as the post-TransMilenio equilibrium. Population and employment data come from 2015, land

market data come from 2012, and the TransMilenio network is taken to include phases 1 and 2 of the system. Underlying data for first
order approximations comes from 2015 mobility survey. See the appendix for additional information on the algorithm used to solve for
counterfactual equilibria. As highlighted by Proposition 1, there may be multiple equilibria in the presence of spillovers. The selection
rule I use is to start the algorithm from the observed equilibrium when solving for counterfactual equilibria. This can be rationalized
through path dependence in a dynamic model of a city.

66This occurs despite the fact that individuals own their homes. Suppose commute costs fall by 1%. RCMA and house prices increase
by 1%, wages are unchanged, so income increases by 1% while the cost of living rises by (1− β)%, implying a β% rise in welfare.
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where d ln ΦRigm is a simple approximation to the change in RCMA using initial employment levels and

the change in travel times.67 The elasticities εX ≡ ∂ lnX
∂ ln ΦRi

are the reduced form IV estimates above and

βimg is the expenditure share on housing, approximated using the group average across the city that I ob-

serve in the data. Ignoring the indirect effects of changing commute costs on employment and FCMA yields

d ln ΦRigm ≈ −θκ
∑

j πj|imgdtijm. Thus, this approximation is also proportional the average time savings

with constant of proportionality θκ
(
εY − βgεR

)
.

Results Table 10 presents the results. Each entry reports the absolute value of the welfare impact of re-

moving TransMilenio from the post-period equilibrium. I begin by comparing the first order approximations in

rows one to three, which differ mainly due to the different constants of proportionality used.

In row one, the VTTS welfare gains are around one third higher than in the model’s first order approximation

since β = 0.76. The model’s approximation captures that reductions in commute times raise housing prices

and hence the cost of living.

In row two, using the CMA elasticities the benefits of TransMilenio are only 40% of those using the model’s

approximation since θ
(
εY − βgεR

)
κ ≈ 0.402 × βκ. Since the estimate of εR = 0.557 is very close to its

implied value 0.5608 in the model used to generate (19), this difference is driven primarily by the estimate for

εY . The model implies εY = 1/θ ≈ 0.384, while the estimate from the data is only 0.282. This is because in

reality, only a portion of the gains will manifest through more time for work (and higher incomes) while the

remainder will accrue through increased leisure time. Unfortunately only the elasticity of the former to CMA

is easily measured in the data. By contrast, in the model all saved time is used for labor and thus translate fully

into higher incomes. An alternative model (considered below) in which commute costs reduce utility rather

than effective labor would have the same elasticity 1/θ for the direct effect of higher CMA on welfare even

though there would be no direct effect of saved time on incomes. One can therefore think of 1/θ as the model’s

way of capturing the full direct welfare benefits of improved CMA on utility.68 Note than in all cases, the

low-skilled benefit more reflecting their greater reliance on public transit.

How do the welfare effects implied by these approximations differ with those that capture the full general

equilibrium response? Comparing rows 3 and 4 shows that the level of welfare gains is smaller in the full

general equilibrium model while the effect on inequality is reversed. There are a number of factors that could

be driving these differences. First, the approximation holds all discrete choices fixed while the GE models

incorporates the substitution elasticities that determine the ability of agents to reorganize spatially. This may be

important for large changes in commute costs. Second, the equilibrium responses may now be important due to

the presence of externalities and the large size of the shock. Third, there is approximation error in measurement

of the direct effect.69 I now turn to decomposing the sources of these differences.

67Specifically, I approximate d ln ΦRigm ≈ ln
(∑

j(d
′
ijm)−θLFjg

)
− ln

(∑
j(dijm)−θLFjg

)
which ignores the FCMA term in

the denominator and holds employment fixed at its initial level. A similar first order approach is used in Atkin et. al. (2018).
68Indeed, when replacing εY = 1/θ the benefits from TransMilenio implied by the CMA elasticities become 75% of those in the

model-based approximation. See the appendix for the precise cluster of structural parameters that make up εR; I assume no amenity
spillovers when making the comparison since this is what is assumed in the model-free approximation.

69The gross percentage change in commute costs is d̂ij = exp(−κdtij) where dtij > 0 is the increase in commute times due to
removing TransMilenio. Thus d ln dij = −κdtij used in the first-order approximations is an overestimate of the true effect. While the
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9.2 Unpacking the General Equilibrium Response

Aggregate Effects Table 11 presents the effect of TransMilenio on GDP, total rents and welfare. Panel A

presents the closed city results, in which the population of the city remains constant and utility adjusts in equi-

librium. The effects on all outcomes are large, independent of whether spillovers are included: TransMilenio

increases city GDP between 3.12%-3.92%, total city rents by 3.29%-3.72% and worker welfare by around

3.5-3.9%, the higher number referring to the case with spillovers. Panel B shows the open city results, where

population rather than utility adjusts (which is fixed to the reservation level in the wider economy). The effects

of TransMilenio are substantial, increasing the population of the low-skilled by 8.56%-10.74% and the high-

skilled by 9.54%-12.30%. The increase in factor supply leads to greater GDP growth between 10.34%-15.59%.

The population influx fuels greater house price appreciation, with total rents rise between 13.15-16.28% due to

TransMilenio.

TransMilenio improved the spatial allocation of employment and residence. Figure 7 plots the change in

employment and population in each tract by each variable’s initial level. Panel (a) shows that tracts with the

largest employment lose the most when TransMilenio is removed. By enabling productive locations with high

employment to grow the most, the system’s efficiency gains are driven in part by an improvement in the spatial

allocation of labor. Panel (b) shows similar patterns hold for residence, but the effects are more muted.

Costs vs Benefits How did the output gains from TransMilenio compare with the costs of the system? Panel

A of Table 13 provides a breakdown of the costs and benefits of the system (see appendix for details on cost

calculations). Even using the most conservative estimate in column (1), I find that the net present value of the

net increase on GDP was about $50bn, or a net increase of 2.73% in the steady-state level of GDP. This suggests

the system was a highly profitable investment for the city.

Distributional Effects The previous results document than welfare inequality (defined as ŪH/ŪL) rises in

the general equilibrium model, the opposite result to the first order welfare impact. Table 12 decomposes the

channels through TransMilenio affects welfare in the full model, starting with a simplified case of the model

and slowly adding in the model’s ingredients to unpack this final result.70

Rows 1 to 4 consider the model where workers share the same (average) value for η and θ and are perfect

substitutes in production. Relative wages are therefore equal employment locations. In the first row, I simulate

the effect of removing TransMilenio, and then adding it back in holding all discrete choices and prices con-

stant. Individuals gain only through time saved on their commute. Low-skilled workers benefit the most with

inequality falling by 0.89%, both because they rely more on public transit and live in peripheral locations where

sign of the approximation error flips if commute times fall rather than rise, its magnitude is the same (for the range of time changes
implied by TransMilenio). There are also potential differences due to data aggregation, since the travel surveys are aggregated to the
UPZ-level while the GE model is at the census-tract level. Lastly, recall the general equilibrium results in Table 10 are from the model
where each resident owns an equal share of housing stock resided in by their type, and thus differs from the baseline results where Table
11 where all workers are renters.

70For each model, both the baseline and counterfactual equilibria are re-computed. This involves solving for updated values for
TH , h̄, pa and wjg . The results from the decomposition differ slightly when spillovers are set to their estimated values, since the
counterfactual equilibrium without TransMilenio is different.
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access to jobs improves the most.

The second row allows individuals to change their choices of where to live, work, and whether to own a car,

but keeps prices fixed. Allowing for more margins of adjustment increases the level of welfare gains, which

accrue disproportionately to the low-skilled with inequality falling by 1.35%. In the third row, I allow for

general equilibrium adjustment of house prices. This reduces the level of welfare gains which now are shifted

from workers to landlords. House price appreciation hurts the low-skilled the most, precisely because prices

rise the most in outlying areas where the accessibility gains are greatest. The fourth row allows for full general

equilibrium adjustment yielding qualitatively similar results. While the effects on inequality are the same in

partial and general equilibrium, the difference in the level of welfare gains shows that equilibrium effects start

to matter with large changes in the presence of spillovers.

In the fifth row, I allow workers to differ in their commute elasticities set to the estimated values. In the

first order approximation results, discrete choices over where to work are fixed. In the full model, individuals

can substitute between commutes in response to the removal of TransMilenio with elasticity of substitution θg.

Since low-skilled workers have a greater commuting elasticity than the high-skilled, they are able to substitute

to less costly commutes more than high-skilled workers whose commuting choices stickier. Intuitively, the

group with the lower elasticity bears a greater incidence of slow transit infrastructure through this channel, and

this shifts the gains towards the high-skilled with welfare inequality now falling by only 0.19%. The sixth row

incorporates differences in residential choice elasticities, and the result is qualitatively similar.

The final row considers the full model with imperfect substitution in production. Relative wages now differ

for each group across employment locations, based on demand and supply in each tract’s labor market. This has

two effects. First, what matters is whether workers are connected to locations where demand for their specific

skill (and hence their wage) is highest. For the geography of Bogotá and TransMilenio, this tends to benefit

the high-skilled who are live in concentrated part of the city in the North which TransMilenio connected with

the high skill-intensive industries in the center and center-north (Figures 2 and 3). Residence and employment

for the low-skilled is more dispersed, so TransMilenio connected a smaller fraction of these workers with high-

wage locations. Second, since skill groups are imperfect substitutes in production, high-skilled workers are

now partially shielded from the reduction in wages due to the large labor supply shift of low-skilled workers

who use public transit the most. These forces mean that ultimately TransMilenio increased welfare inequality

between the low- and high-skilled increased by 0.369%.

Taken together, I find that the incidence of improving public transit depends not only on how much each

group uses it, but also how willing each group is to bear high commute costs to work at a particular location,

whether the system connects workers with high-wage locations and the general equilibrium response of wages

and house prices. While the first order approximation slightly overestimates the aggregate welfare effect, it

delivers the opposite effect on equity by only considering the first channel. My results therefore imply that

while there is no universal answer to who benefits most from transit infrastructure (which depends on the

geography of the city and the transit improvements), accounting for spatial reorganization of the city and general

equilibrium adjustment of prices implies that investments in public transit are a less precise way to target welfare

improvement for the poor than is implied by the travel time savings approaches.
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9.3 Robustness and Model Extensions

In the appendix, I explore the robustness of my quantitative results to alternative parameter values. The effects

on output, rents and welfare are qualitatively similar across specifications.71

In Table 14, I explore the sensitivity of the quantitative results to a number of model extensions. First, I

assume that the shocks by workplace location affect preferences rather than productivity.72 In this model, Trans-

Milenio no longer acts as a positive supply shock to each location (holding employment decisions constant).

As a result, wages do not fall via this channel and welfare gains from the system rise. Since labor supplied by

each worker is unchanged by commute costs, the effect on output falls by more than two thirds. However, this

difference is eliminated by the increase in labor supply from population growth in the open city model.

Second, I allow workers to make a joint decision over where to live and work.73 The results are qualitatively

unchanged from the baseline model, suggesting the timing assumption has little quantitative impact.

Third, I confront the fact that neither census nor CCB employment data cover employment in domestic

services. From 2000-2014, 7.3% of non-college educated Bogotanos worked as domestic helpers while almost

no college educated workers did. On the one hand, the model may under-estimate the welfare gains to the low-

skilled by ignoring the fact that TransMilenio likely improved access to domestic services jobs in the homes

of the college educated in the North. On the other hand, high-skilled workers also benefit from this increased

labor supply which lowers the cost of hiring domestic services. In the appendix, I extend the baseline model

to include employment in domestic services and outline its calibration. The fifth row of Table 14 shows that

allowing for employment in domestic services has little effect on the distributional effects: the benefits for low-

and high-skilled workers roughly balance out.

Fourth, I incorporate home ownership. By assuming all individuals are renters, I may understate welfare

gains to homeowning low-skilled individuals who disproportionately benefit from appreciation in the city’s

outskirts. At the same time, the high-skilled are more likely to own their home with an ownership rate of 0.603

compared to 0.457 for the low-skilled in 2015. In the appendix, I extend the model as follows. I assume local

land rents are collected into a fund, a fraction of which is re-distributed to low- and high-skilled workers based

on the home ownership rates. The remainder is paid into an aggregate portfolio which is owned in equal shares

by all residents. The final row of Table 14 shows that home ownership does indeed close the gap in welfare

gains between high- and low-skilled workers, but not enough to reverse it.74

71These include increasing the values of θ and η by 50% (in case my estimates reflect medium- rather than long-run responses),
using alternative values of θ estimated via PPML in two periods, setting spillovers to one third of their estimated values (to match
the magnitude of productivity spillovers in Ahlfeldt et. al. 2015), using a larger elasticity of substitution across labor skill groups
σL = 2.5, measuring the distribution of employment using the 2005 census rather than the 2015 CCB (to address whether missing
informal establishments impacts the results), using alternative values of the elasticity of demand σ = 3, 9, and allowing for preference
heterogeneity within public transit modes by setting λ = 0.14 from Table 7.

72In the preference shock and joint decision model, I assume that there are no fixed costs i.e. pa = h̄ = 0. Rows 3 and 4 should
therefore be compared with row 2.

73I assume that workers draw a joint preference for each residence-employment pair drawn from a Frechet with shape θg . I estimate
θg from the implied gravity equation for unconditional commute flows, finding that θ̂L = 3.058 and θ̂H = 1.772.

74The effect of TransMilenio on output is greater in this model since house price appreciation increases expenditure by residents
who own the housing stock, instead of being spent outside of the city by absentee landlords. The effect on welfare is attenuated since
income now depends on the sum of labor income and income from home ownership, and the direct effect of TransMilenio is greater on
the former in proportionate terms.
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Role of Non-homotheticities While a homothetic model can match the same data by loading differences

in observed choices into exogenous preference shifters, my results suggest three reasons why allowing for

non-homotheticities is important. First, the first two rows of Table 14 imply that while the two models yield

similar results for the average welfare effect, the homothetic model underestimates the increase in inequality

by 35%. This is due to the low-skilled being hurt more by house price appreciation when they spend a greater

share of their income on it. Second, panel (c) in Figure 7 shows that non-homotheticities are necessary to

match the high-skilled sorting into relatively higher amenity neighborhoods in response to an improvement in

accessibility. Assessing this quantitatively, in the data the interaction between the change in average RCMA

and the initial college share is 0.111 (0.047) in Table 5, compared with 0.102 (0.020) in the model with non-

homotheticities but only 0.06 (0.017) without them. This differential response to improved accessibility across

neighborhoods is precisely the rationale behind the instruments in Section 8. Third, in the estimation robustness

exercise reported in the appendix, I show that ignoring non-homotheticities in housing expenditure shrinks the

estimates of the amenity spillover by about one quarter with implications for efficiency.75

10 Policy Counterfactuals

10.1 Impact of Different Lines and Planned Cable Car

Table 15 evaluates the effects of different portions of the system. Row (1) evaluates the impact of adding

a Cable Car to the slums in the hills of Ciudad Bolivar in the South. The aggregate effects of the line are

small due to its modest size, but it benefits the low-skilled workers who are more likely to live in targeted

areas. Rows (2) and (3) simulate the effect of removing lines H and A that connect the South and North of the

city with the CBD. Both lines drive large improvements in welfare, but these accrue disproportionately to the

group that lives along it (the low- and high-skilled, respectively). This underlines that who benefits from new

commuting infrastructure depends on the geography of the city and transit network in question. Row (4) shows

that the feeder system, which connects outlying areas with portals using buses that run on existing roadways,

increases welfare more than any other line of the network. This underscores the large benefits to providing

cheap, complementary services that reach residents in outlying but dense residential areas, thereby reducing

the last-mile problem of traveling between stations and final destinations. Row (5) isolates the contribution of

route placement to TransMilenio’s welfare gains by applying a uniform reduction in times across all commutes

and modes equal to the average percentage change from the system.

10.2 Land Value Capture

One of the main criticisms of TransMilenio was that the city experienced such a large change in transit without

any adjustment of zoning laws to allow housing supply to respond where it was needed. I show in the appendix

that housing supply did not respond to the system’s construction, consistent with other evidence on the restric-
75When h̄ > 0, one can use the amenities moment condition (18) to show that if the non-homotheticity is ignored in estimation, the

estimate of ηgµU,g will be downward biased when the growth in the college share is positively correlated with the growth in house
prices, which is true in the data.
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tive role played by land use regulation (Cervero et. al. 2013). Many cities, such as Hong Kong and Tokyo, have

had success in implementing LVC schemes which increase permitted densities around new stations but charge

developers for the right to build there (see Hong et. al. 2015 for a review). These policies achieve the dual aim

of increasing housing supply and raising revenue to finance the construction of the system.

I evaluate the impact of TransMilenio if housing supply had responded to the opening of the system. In the

most extreme case, I assume that housing supplies freely adjust to reflect long-run adjustment. This provides

a useful upper bound on welfare gains from facilitating housing supply response. I then simulate the effect

of two potential LVC schemes implemented by the government. First, I assume the government sells the

rights to developers to increase floorspace by a maximum of 30% in tracts within 500m of stations, mimicking

the “development rights sales” undertaken in Asian, European and American cities.76 Second, I assume the

government sells permits that allow for the same change in total floorspace, but instead allocates the permitted

floorspace changes according to a location’s predicted change in CMA.77 Details on these model extensions are

provided in the appendix. I compare the two equilibria from first removing TransMilenio and then adding it

back under each housing supply model.

Table 16 presents the results. In the closed city model, welfare increases by 24.4% more under free ad-

justment. Under the LVC schemes, welfare improves by 23% and 6.9% under the CMA and distance-band

policies respectively. Taking the CMA scheme as an example, welfare rises by 24.9% for low-skilled individ-

uals versus 18.3% for the high-skilled. More accommodative zoning benefits the low-skilled by dampening

house price appreciation towards the edge of the city where they live. While this exercise does not factor in po-

tential adjustment costs associated with demolitions and displacement of prior residents, it highlights the large

potential benefits left on the table. In terms of government revenues, the distance-band based permit measure

recoups only 9.9% of the capital cost of the system, compared to the 17.9% earned using the commuter market

access-based permit in the closed city case. In the open city, these increase to 27% and 50% respectively.78

My results suggest the potential for large welfare gains to governments pursuing a unified transit and land

use policy. These policies can also be used to finance the construction of public transit. Additionally, the com-

parison with the distance-based policy underscores how measures of CMA can be a used as parsimonious tools

for governments to guide the allocation of rezoning. By targeting central and outlying areas where accessibility

for residents and firms increase the most, the CMA-based policy concentrates new construction where it is most

needed.
76These schemes have a number of benefits over property taxes. They are likely to incur less opposition from stakeholders, are less

distortionary, are more likely to work in settings with weak property tax systems, and provide additional benefits such as new residential
and commercial units. See Hong et. al. (2015) and Salon (2014) for further details. My choice of parameters for this policy is motivated
by the example of Nanchang, China, where floor area ratios were increased by a uniform amount within 500m of stations. While the
precise increase is hard to find, revenues from the scheme covered 20.5% of costs. In examples covered in Salon (2014) between
14-88% of costs are covered. The 30% increase in permitted densities I choose therefore results in similar revenues. Of course, the
revenue raised varies across alternative candidate policies.

77In particular, I let the change in permitted FAR be proportional to ϑi∆ ln ΦRi + (1 − ϑi)∆ ln ΦFi where ϑi are the residential
floorspace shares in the initial equilibrium and ∆ ln Φ are the instruments for the change in CMA holding population and employment
at their initial values. Each of these values is based only on information the government has at the time of the policy change.

78Panel B in Table 13 shows the revenues are qualitatively similar with spillovers shut down.
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11 Conclusion

This paper makes three contributions to our understanding of the aggregate and distributional effects of urban

transit systems. First, I build a quantitative general equilibrium model of a city where low- and high-skill

workers with non-homothetic preferences sort over where to live, where to work, and whether or not to own

a car. Second, I show this theory provides a reduced form framework to evaluate the effects of transit based

on “commuter market access”. Third, I use the construction of the world’s largest BRT system in Bogotá,

Colombia to show this framework parsimoniously explains the change in city structure, and quantify the effects

of the system and counterfactual policies.

I find the reduced form representation fits the heterogeneous adjustment of population, employment and

housing markets to TransMilenio. While the system caused increases in welfare and output larger than its cost,

the gains accrued slightly more to high-skilled workers. The opposite distributional impact is predicted by the

standard value of time savings approach that ignores spatial reorganization of the city and general equilibrium

adjustment of prices that occur from large changes in infrastructure. My findings therefore imply that invest-

ments in public transit are a less precise way to target welfare improvements for the poor than is implied by the

typical framework. I also find the welfare gains would have been around one fourth larger had the government

implemented a more accommodative zoning policy, underscoring the benefits to cities from pursuing a unified

transit and land use policy.
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Tables

Table 1: College-Employment Shares by Industry

Industry College Share Employment
Share

Domestic Services 0.085 0.050

Construction 0.181 0.052

Hotels & Restaurants 0.235 0.057

Wholesale, Retail, Repair 0.300 0.222

Manufacturing 0.315 0.173

Transport, Storage, Communications 0.341 0.089

Other Community, Social, Personal Serv 0.380 0.050

Real Estate 0.556 0.120

Social & Health Services 0.634 0.053

Public Administration 0.707 0.038

Education 0.810 0.052

Financial Services 0.827 0.028

Note: Data is an average over 2000-2014 and comes from the GEIH and ECH. The first column shows the share of workers which have post-secondary
education within each one-digit industry. The second column shows the industry’s share of total city employment. Only industries accounting for at least 1%
of employment reported.

Table 2: Commuting in 1995

lnSpeed lnSpeed Bus Bus

Bus -0.353*** -0.305***
(0.021) (0.016)

Low-Skill 0.287*** 0.163***
(0.010) (0.011)

R2 0.06 0.76 0.18 0.47
N 14,841 12,877 18,843 16,461
UPZ O-D FE X X
Time of day Controls X X X X
Demographic Controls X X X X

Note: Data is from 1995 Mobility Survey. Low-Skill is a dummy for having no post-secondary education. Bus is a dummy for whether bus is used during
a commute, relative to the omitted category of car. Data is from 1995. Time of day controls are dummies for hour of departure, and demographics are log
age and a gender dummy. UPZ O-D FE are fixed effects for each upz origin-destination. Only trips to work included. Standard errors clustered at upz
origin-destination pair. * p < 0.1; ** p < 0.05; *** p < 0.01
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Table 3: IV Results: Main Outcomes

(1) (2) (3) (4) (5) (6) (7) (8)
OLS OLS IV IV IV-LCP IV-LCP IV All IV All

Panel A: Residents
ln(Res Floorspace Price) 0.421*** 0.300*** 0.165** 0.274*** 0.397*** 0.476*** 0.375*** 0.471***

(0.077) (0.063) (0.084) (0.068) (0.134) (0.104) (0.139) (0.108)

N 1,943 1,943 1,943 1,943 1,943 1,943 1,943 1,943
F-Stat 761.73 764.77 366.91 374.51
Over-ID p-value 0.69 0.12

ln(Residential Pop) 0.238** 0.248** 0.168 0.174 0.279* 0.299* 0.260* 0.281*
(0.117) (0.118) (0.118) (0.120) (0.153) (0.158) (0.155) (0.160)

N 1,997 1,997 1,997 1,997 1,997 1,997 1,997 1,997
F-Stat 1,687.78 1,643.78 828.30 811.19
Over-ID p-value 0.83 0.94

Panel B: Firms
ln(Comm Floorspace Price) 0.214** 0.216* 0.238** 0.255** 0.235 0.252* 0.294** 0.291*

(0.108) (0.113) (0.110) (0.115) (0.147) (0.154) (0.147) (0.154)

N 1,884 1,884 1,884 1,884 1,884 1,884 1,884 1,884
F-Stat 1,066.60 903.51 746.02 640.39
Over-ID p-value 0.27 0.48

Comm Floorspace Share 0.154*** 0.152*** 0.153*** 0.154*** 0.115** 0.110* 0.124** 0.119**
(0.038) (0.040) (0.039) (0.041) (0.054) (0.059) (0.055) (0.059)

N 1,981 1,981 1,981 1,981 1,981 1,981 1,981 1,981
F-Stat 1,142.36 955.04 797.08 669.30
Over-ID p-value 0.44 0.51

ln(Establishments) 1.165*** 0.704** 0.980*** 0.636** 1.359** 1.300** 1.000* 0.829
(0.325) (0.314) (0.335) (0.322) (0.553) (0.561) (0.541) (0.542)

N 1,724 1,724 1,724 1,724 1,724 1,724 1,724 1,724
F-Stat 186.13 215.47 291.39 246.75
Over-ID p-value 0.31 0.02

Locality Fixed Effects X X X X X X X X
CBD X Region Controls X X X X X X X X
Basic Tract Controls X X X X X X X X
Historical Controls X X X X
Init. Land Controls X X X X
Init. Demographic Controls X X X X
Distance to Tram Controls X X

Note: Observation is a census tract. Each entry reports the coefficient from a regression of the variable in each row on firm or residential commuter market
access in first differences. Each column corresponds to a specification. Land market regressions use changes between 2000 and 2012, measuring the change
in CMA induced by phases 1 and 2 of TransMilenio. Establishment regressions use changes between 2000 and 2015 and are weighted by number of
establishments in 2000. Population regressions use changes between 1993 and 2005 measuring the change in CMA induced by phase 1 and are weighted by
1993 population. Only tracts further than 500m from a portal and the CBD (and less than 3km from a station) are included. CBD X Region controls are log
distance to the CBD, interacted with dummies for whether the locality is in the North, West or South of the city. Basic tract controls are log area and log
distance to main road. Historical controls are dummies for quartile of 1918 population and a dummy for whether a tract is closer than 500m to main road
in 1933. Initial land controls are the share of land developed, share of floorspace that is commercial, floor area ratio and log value of floorspace per square
meter in 2000. Land market controls that represent initial values of outcome variable are excluded in each regression. Initial demographic controls are log
population density and college share in 1993. Distance to tram is a dummy for whether a tract is closer than 500m from the historical tram line. Columns
(1) and (2) run an OLS specification. Columns (3) and (4) instrument for the change in CMA holding residence and employment fixed at their initial levels
and changing only commute costs, excluding the census tract itself from the variable construction. Kleinberg-Paap F-statistics are very high and not reported
for brevity. Columns (5) and (6) instrument using the change in CMA induced by the LCP route, while (7) and (8) include both the LCP instrument and the
change induced by the tram instrument. Standard errors clustered by tract reported in parentheses. * p < 0.1; ** p < 0.05; *** p < 0.01.
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Table 4: Commute Distance

(1) (2) (3) (4) (5)
OLS OLS IV IV All IV All

Outcome UseTM lnDist lnDist lnDist lnDist

lnRCMA 0.957*** 0.541** 0.383 0.951** 0.310
(0.212) (0.252) (0.300) (0.404) (0.466)

lnRCMA X High Skill -0.147**
(0.058)

N 9,088 22,119 22,119 17,212 19,920
R2 0.07 0.10
F-Stat 72.88 18.26
Over-ID p-value 0.52 0.55

UPZ FE X X X X X
Locality FE X Post FE X X X X X
Log Dist CBD X Region FE X Post FE X X X X X
Trip Controls X Post FE X X X X X
Tract Controls X Post FE X X X X X
Historical Controls X Post FE X X X X X
Educ X Post FE X

Note: Observation is a trip, only trips to work are included. Column (1) reports coefficients from a regression of a dummy for whether an individual uses
TransMilenio in 2015 on the change in lnRCMA in the origin UPZ. The other columns run difference-in-difference specifications using data from 2015 (Post)
and 1995 (Pre), examining how changes in commute distances vary with changes in RCMA. RCMA is measured at the UPZ level using the pre-TM network in
the pre-period and the 2006 network in the post period. Trip controls include hour of departure dummies and demographic characistics (sex, log age, hh head
dummy, occupation dummies). Tract controls include log area, log distance to a main road and log population density in 1993. Historical controls include
quartile dummies of 1918 population, dummy for whether closer than 500m to main road in 1933, and when the tram instrument is used a dummy for whether
a tract is closer than 500m from the historical tram line. Last column includes education level dummies interacted with Post FE. Standard errors clustered by
origin UPZ are reported in parentheses. * p < 0.1; ** p < 0.05; *** p < 0.01.

Table 5: College Share

(1) (2) (3) (4)
Outcome: Change in College Share OLS OLS IV IV All

∆ lnRCMA -0.011 -0.046 -0.040 -0.062
(0.030) (0.029) (0.029) (0.047)

∆ lnRCMA X HighColl 0.051* 0.063* 0.111**
(0.027) (0.033) (0.047)

N 1,886 1,886 1,886 1,886
R2 0.27 0.27
F-Stat 123.61
Over-ID p-value 0.55

Locality FE X X X X
HighColl FE X X X
Log Dist CBD X Region FE X X X X
Tract Controls X X X X
Historical Controls X X X X

Note: Outcome is the change in a census tract’s share of residents older than 20 with post-secondary education between 1993 and 2005. Dependent variable
is change in RCMA between these years using the pre-TM and phase 1 of the system to measure commute times, interacted with a dummy for whether a
tract is high college. The high college measure is constructed by first computing the share of college residents within a 1km disk around each tract centroid
(excluding the tract itself) and then setting high college dummy equal to one for tracts in the top two terciles of its distribution. Specifications with interactions
include an intercept to allow growth to differ across low and high college tracts (HighColl FE). Tract controls include log area, log distance to a main road and
log population density in 1993; all other controls are as described in previous tables. Final column includes additional control for whether tract is closer than
500m from historical tram route. Columns (1) and (2) run OLS. Column (3) instruments for the change in CMA holding residence and employment fixed at
their initial levels and changing only commute costs, excluding the census tract itself from the variable construction. Column (4) instruments using the change
in CMA using the LCP and Tram instruments. Only tracts further than 500m from a portal and the CBD (and less than 3km from a station) are included.
Robust standard errors reported in parentheses. * p < 0.1; ** p < 0.05; *** p < 0.01.
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Table 6: Wages

(1) (2) (3) (4) (5)
Outcome: lnWage OLS OLS IV IV-All IV-All

lnRCMA 0.479*** 0.202* 0.282** 0.221 0.185
(0.162) (0.108) (0.129) (0.221) (0.236)

lnRCMA X College 0.298***
(0.054)

N 75,981 75,981 75,981 75,981 75,981
R2 0.35 0.47 0.47 0.47 0.47
F-Stat 30.94 16.41
Over-ID p-value 0.94 0.64

UPZ FE X X X X X
Region X Post FE X X X X X
Log Dist CBD X Region FE X Post FE X X X X X
Tract Controls X Post FE X X X X X
Worker Controls X Post FE X X X X X
College FE X Post FE X X X X
Historical Controls X Post FE X X

Note: Dependent variable is the log hourly wage for full-time workers reporting more than 40 hours worked per week. Data covers 2000-2005 in the
pre-period and 2009-2014 in the post period. RCMA is measured at the UPZ-level using the pre-TM network in the pre-period, and using the 2006 network in
the post-period. IV specification uses both the LCP and Tram instruments. Region are dummies for the North, West and South of the city. College is a dummy
for having post-secondary education. Worker controls include gender and log age. Remaining controls are as described in previous tables. Standard errors are
clustered by UPZ and period. * p < 0.1; ** p < 0.05; *** p < 0.01.

Table 7: Mode Choice Model Estimates

(1)

Time -0.012**
(0.005)

Bus -0.086*
(0.050)

Car 0.837***
(0.292)

TM -0.216**
(0.105)

λ 0.140**
(0.064)

Time of Day Controls X

Demographic Controls X

Note: Table shows estimation from nested logit regression on trip-level data from the 2015 Mobility Survey. λ is the correlation parameter
for the public nest. Demographic controls include a sex dummy as well as dummies for quintiles of the age distribution, while time of day
controls include dummies for the hour of trip departure. Each have choice-varying coefficients. Only trips during rush hour to and from work
are included. Robust standard errors are reported in parentheses. * p < 0.1; ** p < 0.05; *** p < 0.01
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Table 8: Gravity Regression

(1) (2) (3) (4)

High-Skill X ln Commute Cost -0.0242*** -0.0240*** -0.0239*** -0.0234***
(0.0036) (0.0036) (0.0035) (0.0036)

Low-Skill X ln Commute Cost -0.0336*** -0.0333*** -0.0333*** -0.0329***
(0.0043) (0.0043) (0.0042) (0.0042)

Crime -0.005 -0.002
(0.024) (0.019)

House Price -0.318 -0.352
(0.463) (0.353)

Primary Road 0.942 0.828
(0.624) (0.580)

N 1,444 1,444 1,444 1,444
Origin-Skill-Car Ownership Fixed Effects X X X X
Destination-Skill Fixed Effects X X X X
Method PPML PPML IV-PPML IV-PPML

Note: Outcome is the conditional commuting shares between localities in 2015. Observation is an origin-destination-skill-car ownership cell. Skill corresponds
to college or non-college educated workers. Only trips to work during rush hour (5-8am) by heads of households included. Columns 1 and 2 use PPML
estimated under a GLM routine. Columns 3 and 4 implement IV-PPML with a 2-step GMM routine, using the times computed for both car and non-car owners
under the LCP and Tram to instrument for times computed using the observed network. Crime, house price and primary road include the average number of
crimes per year from 2007-2014, the average log house price in 2012, and the share of the trip that takes place along a primary road along the least-cost routes
between origin and destination. In columns 1 and 2 standard errors are clustered by origin-destination locality; in columns 3 and 4 heteroscedasticity robust
errors are recovered from the GMM variance matrix. * p < 0.1; ** p < 0.05; *** p < 0.01

Table 9: GMM Results

Parameter Estimate

Panel A: Firms
µA 0.237***

(0.089)

Panel B: Workers
ηL 3.595***

(0.861)

ηH 3.261***
(0.697)

µL
U 0.250***

(0.031)

µH
U 0.342***

(0.048)

Note: Estimates are from two-step GMM procedure separately for firms at the tract-industry level with 6137 observations and for workers at the tract-group-car
ownership level with 7036 observations. Controls include log distance to CBD interacted with region fixed effects, commercial floorspace share in 2000,
and log population density and college share in 1993 for employment moment conditions. Spillover parameter estimates obtained via delta method: original
parameter clusters ηLµLU and ηHµHU are 0.898 (0.222) and 1.114 (0.176) respectively. Only tracts within 3km of the network and those more than 500m from
portals and the CBD are included. Standard errors clustered at the tract reported in parentheses. * p < 0.1; ** p < 0.05; *** p < 0.01.
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Table 10: Welfare Approximations

Welfare Low Welfare High Inequality

Value of Travel Time Savings 7.101 5.362 -1.739
First Order Approximation (CMA) 1.514 1.358 -0.156
First Order Approximation (Model) 5.063 3.587 -1.477
General Equilibrium 3.711 3.955 0.244

Note: Table shows the absolute value of the percentage change in welfare from removing TransMilenio under different approaches. The third column shows
the log change in welfare inequality, defined as the ratio of high- to low-skill welfare. The first line is the VTTS approach. The second and third are first order
approximations using the CMA regression elasticities and applying the envelope theorem to the social planner problem respectively. The fourth line is the full
general equilibrium response from the model with equal home ownership.

Table 11: Effect of Removing Phases 1 and 2 of TransMilenio

No Spillovers Spillovers

Panel A: Closed City
GDP 3.119 3.918
Rents 3.285 3.721
Welfare Low 3.444 3.814
Welfare High 3.651 4.169
Inequality 0.215 0.369

Panel B: Open City
GDP 10.347 15.596
Rents 13.145 16.275
Population Low 8.562 10.744
Population High 9.543 12.303
Relative Population 1.072 1.747

Note: Table shows the (negative of the) value of the percentage change in each variable from removing
phases 1 and 2 of the TransMilenio network from the 2012 equilibrium, with and without spillovers.
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Table 12: Welfare Effects of TransMilenio: Decomposing the Channels

Model Case Low High Ineq.

Same η, θ, Perf Sub Partial Eqbm 4.902 4.056 -0.889

Same η, θ, Perf Sub Choices Adj 5.601 4.322 -1.354

Same η, θ, Perf Sub Choices+Rents Adj 4.380 3.496 -0.925

Same η, θ, Perf Sub GE 4.408 3.562 -0.885

Diff θ, same η, Perf Sub GE 4.219 4.042 -0.185

Diff θ, η, Perf Sub GE 4.163 4.010 -0.160

Diff θ, η, Imperf Sub GE 3.814 4.169 0.369

Note: Table shows the percentage welfare and inequality change from TransMilenio under alternative adjustment scenarios. Each entry is computed by first
simulating the effect of removing TransMilenio and then adding it back in, and reports the absolute value of the percentage welfare change from moving from
the TM to no TM equilibrium for comparability with previous tables. Rows 1 to 4 consider a simplified model where worker groups share the same value for
η, θ and are perfect substitutes in production. Row 1 assumes all choices and prices are fixed. Row 2 allows all discrete choices to adjust but holds prices fixed.
Row 3 additionally allows house prices to adjust, while row 4 incorporates full GE adjustment. Rows 5 to 7 then compute the full GE effects where η, θ and σ
are slowly turned to their estimated or calibrated values.

Table 13: Cost vs. Benefits of TransMilenio

Closed City Open City
No Spillovers Spillovers No Spillovers Spillovers

Panel A: Costs & Benefits
NPV Increase GDP (mm) 57,359 72,052 190,282 286,812
Capital Costs (mm) 1,137 1,137 1,137 1,137
NPV Operating Costs (mm) 5,963 5,963 5,963 5,963
NPV Total Costs (mm) 7,101 7,101 7,101 7,101
NPV Net Increase GDP (mm) 50,258 64,952 183,181 279,711
% Net Increase GDP 2.73 3.53 9.96 15.21

Panel B: Land Value Capture
LVC Band Revenue (mm) 93 113 240 315

As share of capital costs 8.18 9.91 21.08 27.72
LVC CMA Revenue (mm) 170 203 464 571

As share of capital costs 14.96 17.86 40.82 50.21

Note: All numbers in millions of 2016 USD. NPV calculated over a 50 year time horizon with a 5% discount rate. Each column describes to a different model.
Row (1) reports the increase in NPV GDP from phases 1 and 2 of the TransMilenio network from the baseline equilibrium in 2012 (calculated as the fall in
GDP from its removal). Row (2) reports the capital costs of constructing the system, averaging 12.23mm per km over 93km of lines. Row (3) reports the NPV
of operating costs, defined as farebox revenue in 2012. Row (4) reports the NPV of total costs, while row (5) reports the difference between row (1) and row
(4). Row (6) reports this difference as a percent of the NPV of GDP in 2012. Row (7) reports the government revenue from the distance band-based land value
capture scheme as described in the text, while row (8) reports this as a percentage of capital costs. Rows (9) and (10) report the same figures for the commuter
market access-based LVC scheme.
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Table 14: Model Extensions

Closed City Open City
Low Skill High Skill Output Output

Baseline 3.814 4.169 3.918 15.596
No Fixed Costs 3.864 4.107 3.922 20.484
Preference Shocks 4.620 4.788 1.184 20.796
Joint Decision 4.106 4.178 3.937 20.725
Domestic Services 3.746 4.066 3.861 15.231
Home Ownership 3.758 3.851 4.224 17.337

Note: Table shows the (negative of the) value of the percentage change in welfare from removing phases 1 and 2 of the TransMilenio network from the 2012
equilibrium across different models. For each model, columns 1 and 2 report the percentage change in low- and high-skill worker welfare, column 3 reports
the percentage change in output in the closed city model which column 4 reports the change in output in the open city model. Row 1 reports results from the
baseline model. Row 2 presents those from the model without fixed costs (i.e. h̄ = pa = 0). Row 3 reports the model with preference rather than productivity
shocks by location of employment. Row 4 presents the model where there is a joint decision for residence and employment locations. Row 5 reports results
from the model with employment as domestic servants. Row 6 shows results for the model with home ownership.

Table 15: Effect of Different System Components

Welfare Low Welfare High Output

Add Cable Car 0.064 0.057 0.033
Remove Line South 1.609 1.560 1.045
Remove Line North 1.540 1.666 1.698
Remove Feeders 1.864 1.933 1.585
Uniform Reduction 2.993 3.146 3.716

Note: Table shows the (negative of the) value of the percentage change in welfare from removing a piece of the TransMilenio (existing, future or hypothetical)
network. These counterfactuals are adding the Cable Car system, removing line H in the south, removing line A in the north, removing the feeder system, and
a uniform 5.8% reduction in all commute times.

Table 16: Effect of Adjusting Housing Supply, and Land Value Capture Scheme

Panel A: Closed City
Output Housing Rents Welfare Low Welfare High Gvt Revenue

Fixed Supply 3.918 3.721 3.814 4.169
Free Adjustment 4.264 2.169 1.174 4.817 5.013
LVC, Bands 4.171 1.007 2.731 4.073 4.462 9.91
LVC, CMA 4.218 1.977 1.396 4.765 4.954 17.86

Panel B: Open City
Output Housing Rents Pop. Low Pop. High Gvt Revenue

Fixed Supply 15.596 16.275 10.744 12.303
Free Adjustment 28.900 12.431 16.936 22.433 23.665
LVC, Bands 18.279 2.792 16.233 12.654 14.545 27.72
LVC, CMA 21.585 5.128 17.038 16.118 17.412 50.21

Note: Table shows the percentage change in each outcome going from the equilibrium without TransMilenio to that with TransMilenio under the housing
supply conditions indicated in each row. Row (1) is the case with fixed housing supply. Row (2) is the case of freely adjusting housing supply. Row (3) is
the distance-band based land value capture (LVC) scheme, where the government sells rights to construct up to 30% new floorspace in tracts closer than 500m
from stations. Row (4) shows the results of the scheme based on predicted changes in commuter market access as described in the text. Government revenue
from the scheme is given in column (6) as a percentage of construction costs.
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Figures
Figure 1: Change in Commuter Market Access from TransMilenio

(a) Resident CMA (b) Firm CMA

Note: Plot shows the baseline instrument for the change in CMA induced by holding population and employment fixed at their initial level and changing only
commute costs. Tracts are grouped into deciles based on the the change in CMA, with warmer colors indicating a larger increase in CMA. Black line shows
the TransMilenio routes as of 2006. See Section 7 for full discussion.
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Figure 2: Population Density and Demographic Composition in 1993

(a) College Share
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Note: Data is from 1993 Census.

Figure 3: Employment Density and Industry Composition in 1990

(a) High-Skill Industry Share

Deciles of Employment Share by High-Skill Intensive Industries, 1990
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Note: Data is from 1990 Economic Census. High-skill industries defined in text.
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Figure 4: Non-Parametric Relationship Between Outcomes and Commuter Market Access

(a) Residential Floorspace Prices
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(b) Residential Population
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(c) Commercial Floorspace Prices
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(d) Employment
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Note: Plot shows the non-parametric relationship between outcomes and CMA. Specifications correspond to the reduced form from column (4) of main table
in which CMA is measured holding population and employment fixed at their initial levels, with the full set of baseline controls included, and is regressed
directly on outcomes.

Figure 5: Wages and Commute Flows: Model vs. Data

(a) Wages: Model vs. Data
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Correlation is 0.537 for non-college and 0.601 for college.

(b) Commute Flows: Model vs. Data
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Correlation is 0.774 for non-college and no car, 0.520 for non-college and car, 0.527 for college and
no car, and 0.498 for college and car.

Note: Panel (a) compares the average wage by skill group in each locality as predicted by the model with that observed in the GEIH data (not used in
estimation). In panel (b), a observation is a locality origin-destination pair, skill group and car ownership combination. Plot shows relationship between share
of commuters choosing each (i, j, a) pair in the model vs those doing so in the 2015 Mobility Survey.
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Figure 6: Relative Employment by Skill by UPZ: Model vs Data

(a) Model: Perfect Substitutes & Same θ

log Skill Employment Ratio
-.412 - -.289
-.288 - -.210
-.209 - -.123
-.122 - -.039
-.038 - .038
.039 - .118
.119 - .148
.149 - .193
.194 - .255
.256 - .337

(b) Model: Baseline Estimates

log Skill Employment Ratio
-.373 - -.188
-.187 - -.148
-.147 - -.104
-.103 - -.054
-.053 - -.017
-.016 - .013
.014 - .061
.062 - .110
.111 - .225
.226 - .841

(c) Data

log Skill Employment Ratio
-3.751 - -.963
-.962 - -.566
-.565 - -.314
-.313 - -.072
-.071 - .086
.087 - .192
.193 - .369
.370 - .665
.666 - 1.016
1.017 - 2.742

Note: Panel (a) shows the deciles of the distribution of the log skill employment ratio lnLFjH/LFjL by UPZ in the model when skill groups are perfect
substitutes in production and have the same value of θ (equal to the average value in the population. Panel (b) shows the distribution for the baseline model.
Panel (c) shows the distribution in the 2015 Mobility Survey. Correlation between data in panel (a) and (c) is 0.256, while that between panel (b) and (c) is
0.406.
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Figure 7: Simulated Changes in Outcomes

(a) Employment
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(b) Residential Population
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(c) Change in College Share vs RCMA
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Note: Panels (a) and (b) plot the change in employment and population in each tract when TransMilenio is removed by each variable’s initial level in the
equilibrium with the system. Panel (c) plots the interaction terms from a regression of the change in college share on a full interaction between a dummy for a
tract’s initial college share quantile and the change in log RCMA in the baseline model with spillovers, without spillovers, and with pa = h̄ = 0. The change
in log RCMA is the same change in the average measure across groups as used in the empirical results, just now with counterfactual non-TM data generated
by the model.
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