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Abstract

Using detailed microdata, we document that households often use “stimulus” checks to
pay down debt, especially those with low net wealth-to-income ratios. To rationalize these
patterns, we introduce an empirically plausible borrowing price schedule into an otherwise
standard incomplete markets model. Because interest rates rise with debt, borrowers have
increasingly larger incentives to use an additional dollar to reduce debt service payments
rather than consume. Using our calibrated model, we then study whether and how this
marginal propensity to repay debt (MPRD) alters the aggregate implications of fiscal trans-
fers. We uncover a trade-off between stimulus and insurance, as high—debt individuals gain
considerably from transfers, but consume relatively little immediately. This mechanism
lowers the immediate stimulus effect of fiscal transfers, but sustains aggregate consumption
for longer.
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1 Introduction

Households frequently use stimulus checks to pay down existing debt. For example, after re-
ceiving the 2008 rebates as part of the Economic Stimulus Act, 52% of households reported
that they used the money to mostly pay down debt, while only 20% reported that they mostly
spent it (Sahm et al. (2010)). However, despite the disproportionate use of these checks for debt
repayment, both academic and public discussions have instead focused on their role in stabi-
lizing aggregate demand through their prompt impact on spendingﬂ Indeed, this is why these
transfers have come to be called “stimulus checks,” and why their success is often measured by
the extent to which they are immediately spent.

In this paper, we study the transmission of fiscal transfers through household debt repay-
ments. We provide novel empirical evidence demonstrating that it is households with low net-
liquid-wealth-to-income ratios that are more likely to use cash windfalls to pay down debt, rather
than spending immediately to consume. We show that a standard consumption-savings model
rationalizes these patterns if interest rates rise with debt, so that debt reduction incentives lean
against the typical consumption smoothing ones, and provide new evidence illustrating that this
debt-price schedule is empirically plausible. In this environment, a disconnect between stimulus
and insurance motives for cash transfers arises—both across households and over time—as bor-
rowers use transfers to pay down debt, pushing consumption into the future. While an initial
tension exists between distributing funds for maximum welfare versus maximum consumption,
the stimulus effect eventually materializes through the insurance mechanism, as households who
had the largest welfare gain eventually consume more and for longer after paying down debt.
We illustrate that this tension can change both the evaluation and the design of expansionary
fiscal policy.

Our main empirical evidence on the use of stimulus checks comes from microdata collected
during the COVID-19 pandemic as part of the New York Fed’s Survey of Consumer Expectations
(SCE). While there is an extensive empirical literature estimating marginal propensities to
consume out of transitory income shocks, empirical evidence on debt responses is much more
sparse, most likely due to data limitationsEl We make progress by eliciting responses directly
from surveyed households in the SCE | We document three main facts. First, households use a
third of their transfers to pay down debt, a response which is as large as the average marginal

propensity to consume (MPC) that usually takes center stage. This is consistent with an

'For example, Bush described the 2008 checks as a “booster shot,” stating “It’s clear our economy has slowed.
But the good news is we anticipated this and took decisive action to bolster the economy by passing a growth
package that will put money into the hands of American workers and businesses.”

20ne notable exception is |Agarwal et al. (2007), who estimate debt responses to 2001 tax rebates in the
United States. Consistent with our mechanism, they find that consumers initially used the checks to pay down
debt, which stimulated spending in the medium-run.

3Coibion et al. (2020)) adopt a similar approach, using another survey of U.S. households. We discuss in
Section El how our results relate to theirs.


https://www.reuters.com/article/us-usa-economy-politics/democrats-slam-bush-on-gloomy-jobs-report-idUSN0735510420080307

under-emphasized finding in existing studies that measure debt repayment responses to fiscal
stimulusﬂ Second, leveraging the unique aspect of our data which links repayment propensities
to measures of liquid wealth and unsecured debt, we show that households with low net liquid
wealth-to-income ratios are more likely to pay down debt and more likely to improve their net
asset positions. Third, and relatedly, households with lower net liquid wealth-to-income ratios
have lower MPCs. These facts are not specific to the pandemic and hold through a battery of
robustness checks. While prior work has examined MPC heterogeneity using gross liquid wealth
or net total WealthEl ours is unique in its use of net liquid wealth and its focus on net borrowers,
which is the most direct way to link empirical MPCs and marginal propensities to pay down debt
(MPRDs) to models of household interactions with credit markets. By presenting an extensive
documentation of the heterogeneity in MPRDs in this population, we offer a novel perspective
on the usage of fiscal transfers across households.

Standard incomplete markets models have difficulty generating the cross-sectional relation-
ships we document. In these frameworks, households with lower net liquid wealth-to-income
ratios are more constrained, and thus have higher MPCs (Kaplan and Violantel (2022)). We
show that the simple introduction of a debt price schedule—which we later illustrate is empiri-
cally plausible—can reconcile the model with the facts we document. In a tractable two-period
framework, we first show how this change modifies the Euler Equation and introduces a debt-
service reduction motive, akin to the Generalized Euler Equation that commonly appears in
endogenous default models (Arellano et al. (2023)). When households’ net asset position is
negative and the interest rate is rising in debt, the consumption function can become convex in
assets, rather than concave as is standard in incomplete market models (Carroll and Kimball
(1996)). This means that the consumption function can become flatter the more indebted a
household is. As a consequence, MPCs in that region are increasing in assets. We formalize the
conditions that sustain this result. We also discuss how alternative deviations from the con-
stant debt-price assumption, including a borrowing wedge (Achdou et al. (2022)) and a price
schedule generated through endogenous default, alter the shape of the consumption function,
both qualitatively and quantitatively.

We then calibrate a quantitative infinite-horizon version of the model to match our empirical
evidence. The debt pricing schedule creates a strong savings motive, even among those with
negative net assets. Rather than facing a hard borrowing constraint, raising MPCs towards
one, high levels of debt generate a high marginal propensity to repay debt. There are fewer
households at the highest levels of debt, and those debt levels are associated with lower MPCs.

The pricing schedule required by our model to generate these patterns is empirically plausi-

ble. To illustrate this, we introduce new facts about the dynamics of credit card borrowing rates

4For a comprehensive list of papers documenting this fact, see Table
5For a full discussion, see Section



at the individual level. Using the New York Fed’s Consumer Credit Panel/Equifax (CCP), we
track borrowers over time, measuring how their effective interest rates change with debt levels.
We find that debt reductions are associated with changes in individuals’ effective interest rates
in ways that are consistent with our calibrated pricing schedule.

With our calibrated quantitative model, we next ask how the introduction of a debt-price
schedule, and thus realistic debt-repayment responses to fiscal stimulus, matters for their evalua-
tion. First, the welfare value of transfers becomes divorced from the instantaneous consumption
response they generate. In a standard incomplete markets model, those who have the high-
est MPC out of the rebate also value it the most. If, instead, borrowing costs rise with debt,
some households have high welfare gains from transfers despite having a small MPC upon their
receipt; in other words, the insurance value of transfers no longer perfectly aligns with their
instantaneous stimulus value, and these two benefits may conflict. This decoupling also arises
when debt prices are determined in equilibrium in a model with endogenous default.

Second, and relatedly, when the interest rate is non-constant, the inter-temporal MPC is
quite different, both in the aggregate and across the distribution of households. Households with
high MPRDs delay the consumption effect of the stimulus, flattening and extending the impulse
response. At the same time, there is an increase in the upon—impact spending of households
with little debt, relative to the workhorse model with exogenous liquidity constraints. We find
that non-constant interest rates are associated with more persistent aggregate spending effects.

Against this backdrop, our mechanism implies that policymakers may face non-trivial trade-
offs when targeting transfers, at least in partial equilibrium. For instance, they may wish to
allocate transfers differently when favoring welfare over initial stimulus, or long—run rather than
short—run fiscal multipliers. We show this formally with an optimal policy exercise that allows
the planner to target by either income or debt service. Using our calibrated model, we conclude
that the stimulus of 2020 generated larger welfare gains than would be seen through the lens
of a constant-interest-rate incomplete markets model. Households with the highest marginal
utility of consumption realize disproportionately large benefits by reducing their debt service
payments rather than consuming.

The paper is organized as follows. In Section [2, we present empirical facts on the MPRD
and the MPC using household data from the U.S.. Section |3 shows how debt-sensitive interest
rates can rationalize these facts with an illustrative two-period model. In Section [4 we extend
this to a calibrated, quantitative model and investigate aggregate and distributional effects of

stimulus payments. Finally, we conclude.



2 Empirical facts on households’ responses to stimulus

checks

In this section, we document three main facts regarding the way households responded to the
lump-sum transfers that were given as part of the CARES Act. The CARES Act was a large
stimulus package passed by the U.S. Federal government on March 27", 2020. As part of
this package, all qualifying adults received a one-time transfer of up to $1200, with $500 per
additional child. We show the external validity of the facts we document using results from other
transfer episodes in the U.S., other data sets, and responses to questions about hypothetical

income windfalls.

2.1 Data

Our data come from a special survey module fielded in June 2020 as part of the New York
Fed’s Survey of Consumer Expectations (SCE). The SCE is a monthly internet-based survey of
a rotating panel of approximately 1300 heads of household from across the United States. As
the name of the survey indicates, its goal is to elicit expectations about a variety of economic
variables, such as inflation and labor market conditions. Respondents participate in the panel
for up to twelve months, with a roughly equal number rotating in and out of the panel each
month. Respondents may also be asked to participate in additional modules every month and
receive extra incentives when they do. The special module used in the main analysis that
follows was fielded to the respondents who rotated out of the SCE. However, we also use the
main panel of respondents to show that our results are not specific to the pandemic, and also
hold in a hypothetical setting, that is, using survey responses to hypothetical questions about
how individuals would spend cash Windfallsﬁ The characteristics of both samples can be found
in Tables B.1 and B.2 in Appendix B.

Our analysis primarily focuses on questions about the receipt and usage of the stimulus
checks — formally called Economic Impact Payments. The survey first asks whether the respon-
dent’s household has received a stimulus payment (either by direct deposit or via check) and, if
so, how much in total they received. Around 89% of the respondents in our sample received the
stimulus payments by the time of their interview, with the average (median) payment received
being $2080 ($2400) (see Appendix B). The respondents who reported receipt of the stimulus

checks were then asked a question regarding the allocation of this payment in the following form:

Please indicate what share of the government payment you have already used to or expect to use

6See Manskil (2004) for details on stated-choice experiments and how they might map to actual decisions,
Stantcheval (2022) for a recent review of different design considerations for hypothetical scenarios, and [Fuster,
Kaplan and Zafar| (2021} for an example of using hypothetical scenarios to elicit MPCs.

4



to ...

Save or invest percent
Spend or donate percent
Pay down debts percent
Total 100 percent

where the responses add up to 100E| In the rest of this section, we refer to the “Save or invest”
allocation as the marginal propensity to save (MPS), the “Spend or donate” allocation as the
marginal propensity to consume (MPC)El and the “Pay down debt” allocation as the marginal
propensity to repay debt (MPRD). We also define the marginal propensity to adjust the net
asset position (MPA) as MPA = MPRD + MPS. We return to a detailed discussion of how
these concepts line up with our model measures once we have presented the model. Finally, in
what follows, we focus only on those who already reported receiving a payment at the time of
the survey and consider their allocation of the payment (1423 observations).

One concern regarding reported allocations of stimulus checks might be whether these align
well with revealed preference estimates. Recent papers in the literature have shown that re-
ported MPCs indeed align well with “revealed-preference” MPCs (those estimated from data
on spending). For example, Parker and Souleles| (2019) find that average propensities to spend
from both methods are similar. In a more recent paper, Kotsogiannis and Sakellaris (2025) com-
pare reported and revealed-preference MPCs for the same households and find that they align
closely. They also find that the distribution of MPCs is very similar when comparing reported
MPCs out of lottery winnings and hypothetical ones for observationally equivalent non-winners.
Similarly, in concurrent work, (Colarieti et al.| (2024)) compares responses to various hypothetical
scenarios with those estimated from realized actions in other studies and find that participants’
reported behavior under the hypotheticals closely aligns with estimated real-life behaviors.

The timing of the survey is important to keep in mind when interpreting answers to this
question. By fielding the survey in June 2020, shortly after the checks were sent, we are eliciting
the households’ immediate response. Saving the transfer or using it to pay down debt in the
short-run will still eventually lead to consumption in the future: the dynamics of this mechanism
are captured in the inter-temporal MPCs highlighted in |Auclert et al.| (2024)) and will be central

to our model discussed in the following sections.

"The respondents see the running total of their answers and receive an error message if they try to move on
to the next question before the total is equal to 100.

8The follow-up questions ask the respondents to split the “Spend or donate” allocation into separate “Spend”
and “Donate” allocations. All of our results hold when we define the MPC using only the “Spend” allocation.



Figure 1: Histograms of MPRD and MPC
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(a) MPRD (b) MPC

Notes. Panel (a) shows the histogram of self-reported MPRDs (the share of government payment used to
pay down debts) for the full sample of check recipients. Panel (b) shows the histogram of self-reported MPCs
(the share of government payment used to spend or donate). Appendix Figure B.4 repeats this figure for the
MPS and MPA. The black dashed line in each panel corresponds to the mean, while the red dash-dotted line
corresponds to the median.

Fact 1: The average MPRD across households (32%) is as large as the average MPC
across households (30%).

Based on the survey responses, we find that, on average, households used a third of their
checks to pay down their debt. The histogram for the MPRD presented in Figure [la] shows that
around 50% of the respondents do not use their checks to pay down any debt, making the median
MPRD zero, while around 19% of the respondents report using all of their stimulus checks to
repay their debt, leading to a bimodal distribution. Restricting attention to households with
negative net liquid wealth (Appendix Figures B.3a-B.3b), the average MPRD increases to 48
cents per stimulus dollar, while the average MPC falls to 24 cents.

While the MPC has been the focus of a very large literature on consumption-saving choices
(Kaplan and Violante| (2022))), the MPRD has received relatively less attention, even though

its magnitude is as large as the MPC. Importantly, its similarity in magnitude is evident in

different stimulus episodes and in different data sets. Table [I| compiles a comprehensive list of
empirical papers that measure MPCs and an MPRDs in episodes of fiscal stimulus in the U.S.ﬂ

listing alongside them their stimulus episode and data source. Fact 1 above is evident in all

9The listed papers with an asterisk use a question wording which corresponds less directly to an MPC or
MPRD since they do not give quantitative shares. Instead, the question wording is “[will] you mostly use the check
to increase spending, mostly to increase saving, or mostly to pay off debt?” However, [Parker and Souleles| (2017)
show that both “reported preference” types of measures are informative of the average propensities estimated
from the “revealed preference” approach which estimates MPCs directly from consumption data. Moreover,
[Coibion et al/ (2020 show that the qualitative and quantitative answers in a single survey are consistent. For a
discussion relating micro-level revealed-preference estimates to semi-structural approaches, see Commault| (2022).
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Table 1: MPCs and MPRDs in Various Studies

Study Date Source MPC MPRD
This paper (Kosar et al. (2025)) 6/20 SCE .30 .32

|Armantier et al.] (2020 2021) 6/20, 7/20, 3/21 | SCE 25-.29 | .34-37
“|Coibion et al|(2020)* 7/20 Nielsen 15 52
“|Coibion et al. (2020) 7/20 Nielsen 42 .30
“Sahm ot al] (2010)° T1/08-12/08 | Michigan | .22 55
[Shapiro and Slemrod] (2009)* 2/08-6/08 Michigan | .20 A48
_|[Hisnanick and Kern| (2018)* 9/08-12/08 SIPP .28 .53
“Boutros (2020))* 07/20 Pulse 75 14
[Parker et al.| (2022)* 6/20-7/20 CEX .56 18
[Shapiro and Slemrod| (2003)* 8/01-10/01 Michigan | .22 46

Notes. Table reports different papers (column 1), the stimulus episode they study (column 2), the data
source (column 3), and statistics related to consumption (column 4) as well as debt repayment (column
5). Papers with an * refer to surveys that use population shares that report “mostly using the checks
for” consumption/debt repayment. Papers without an * correspond to MPCs/MPRDs.

other stimulus episodes and is not a unique feature of the checks sent out as part of the CARES
Act.

Our findings are also consistent with a similar empirical investigation by |Coibion et al.
(2020), who instead ask consumers in the Nielsen Homescan panel how they used the same
fiscal stimulus payments we study. They also find that, on average, 30 percent of the stimulus
money was used to pay down debt. However, they find a higher average MPC than we do in
the SCEH Using the qualitative question in the Consumer Expenditure Survey (CEX), |Parker
et al. (2022) also finds that a non-trivial fraction reports mostly using their checks for debt
repayment.

Earlier studies on the 2001 and 2008 tax rebates, instead, do not generally estimate the
share of transfers used by households to spend, save, or pay down debt, but rather estimate
what fraction of households reporting that they “mostly” used the rebate for either of the three
options. Nonetheless, a key takeaway from these studies is that a large fraction of households
self-report using the rebate to pay down debt. [Sahm et al|(2010) find that 55% of households
report mostly paying down debt with the 2008 stimulus checks, and [Shapiro and Slemrod
(2009) find that 48% mostly paid down their debt using an earlier sample covering the same
stimulus episode. Hisnanick and Kern| (2018) use data from the Survey of Income and Program
Participation (SIPP) covering the 2008 payment and also find that more than 50% report
mostly paying down debt. Taken together the evidence suggests that paying down debt with

government stimulus/rebate checks is a general finding that is not specific to the checks sent

10This higher MPC may reflect differences in sample composition and question wording, because of the
different timing of the surveys used. Specifically, the data we use is from the June SCE, relatively soon after
households received their payments, while |Coibion et al.| (2020) use survey responses from July. For this reason,
the higher average MPC suggests that some of these payments were temporarily held as savings — or debt
repayments — in June, and subsequently used for consumption later on.
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out during COVID[M]

Fact 2: The MPRD is higher for those with lower net wealth-to-income ratios.

As shown in Figure Ra) MPRDs decrease with net liquid wealth-to-income ratios, hereafter
called net wealth-to-income. In the figure, we control for various household characteristics,
but raw correlations still show the same qualitative relationship. We focus on households with
negative net liquid wealth balances because they will be mostly affected by our theoretical
mechanism outlined in the following sections. However, Fact 2 holds for the entire population of
households, as we show in Table B.3. Further, we use the net liquid wealth-to-income ratio as
our measure of indebtedness because scaling by income removes permanent income differences
that scale consumption and wealth, but again, the results do not depend on thiS.lEl In Appendix
Table B.3, we report a regression which formalizes the negative relationship between the MPRD
and net wealth-to-income ratios; a one standard deviation increase in net wealth-to-income
is associated with an 8.3% decline in the MPRD (from an average of 0.48 to 0.44), keeping
everything else constant.

A significant fraction of households report both paying down debt and saving at the same
time, resulting in 45% of respondents using the entirety of their check to improve their asset
positions. The same negative correlation is also present when we look at the relationship between
MPAs and net wealth-to-income ratios. Importantly, this relationship is primarily driven by the
MPRD rather than the MPS, as can be seen in Figure B.5. While MPRDs decrease with our
net wealth-to-income measure, MPSs in fact have a weakly positive association with net wealth-
to-income; even still, the negative relationship between the MPA and net wealth-to-income
holds[™]

In our analysis, we prefer to use net liquid wealth-to-income as the main measure because,
as we discuss later, it has a more direct mapping to the canonical model and mechanisms in the
heterogeneous-agent literature. In models with an interest rate schedule, this is also generally
the correct measure because it captures the lender’s risk, as we show in our endogenous default
extension in Appendix D. That being said, our results also hold for gross unsecured debt and

net liquid wealth, as we show in the Appendix.

1 Outside of the U.S., [Crossley et al| (2021) elicit an average MPC of 11% out of a £500 unanticipated,
hypothetical shock in the UK, while 22% of the sample report they would pay down debt with the unspent
portion of the payments. [Fagereng et al|(2021]) estimate that, within one year of winning the lottery, Norwegian
households used 7% of the prize for debt repayments.

12Net liquid wealth is defined as the sum of savings and investments (such as checking and savings accounts,
CDs, stocks, bonds, mutual funds, Treasury bonds, excluding retirement) and additional savings or assets (such
as cash value in a life insurance policy, a valuable collection for investment purposes, or rights in a trust or
estate) less all outstanding debt excluding housing debt. Our results are robust to using different measures of
household balance sheets, such as dropping ”additional savings”, and using levels of net liquid wealth, gross
unsecured debt, or debt-to-income ratios as shown in B.4.

13In fact, the relationship is stronger for those on the negative end of the liquid wealth-to-income distribution,
as shown in Table B.3 in Appendix B.



Figure 2: MPRDs, MPCs, and net liquid wealth-to-income ratio
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Notes. Panel (a) shows a bin scatter of the self-reported, residualized MPRD against the residualized net-liquid
wealth to income ratio. Panel (b) shows a bin scatter of the self-reported, residualized MPC by residualized net
liquid wealth-to-income ratio. The controls include having a child under age 6, having a child under age 18,
marital status, gender, race, and age group of the household head, whether the household head lost their job
between March 2020 and June 2020, and whether the household experienced a decline in income between March
2020 and June 2020. Figures B.5a-B.5b in Appendix B repeat this analysis for the MPS and MPA. Appendix
Table B.3 shows the analysis for all households, with and without residualization.

A limited set of papers have touched on the relationship between the MPRDs and alternative
measures of household resources, generally with outcomes consistent with our findings. |Coibion
et al.| (2020) find that individuals self-identified as liquidity constrained are significantly more
likely to pay down debt, although their data has no information on the stock of wealth or debt.
Hisnanick and Kern| (2018) find that households in the bottom income quintile were more likely
to use the rebate to mostly pay down debt than richer households. [Fagereng et al.| (2021) find
that Norwegian households in the top quartile of the distribution of gross liquid assets use a
smaller fraction of the lottery prize to repay debt than illiquid households. Relative to these
papers, we instead systematically document the relationship between the MPRD and measures
of net liquid wealth among US households, and show that it is robust to a host of balance sheet
measures, datasets, and episodes. In concurrent work, |Colarieti et al.| (2024) also find in a novel
survey that MPRDs out of hypothetical income windfalls decline with indirect measures of net

liquid wealth.

Fact 3: The MPC is lower for those with lower net wealth-to-income ratios.

As the MPC is the mirror image of the MPA based on the design of the survey, it follows that
we find a positive and statistically significant relationship between the MPC and net wealth-
to-income ratio (Figure , among those with negative net liquid wealth. Appendix Table B.3
shows that, when controlling for a host of observable characteristics, a one standard deviation
increase in net wealth-to-income is associated with a 12.7% increase in the MPC.

Existing empirical evidence on MPC heterogeneity differs in its focus on heterogeneity by



either gross liquid or total net wealth. [Fagereng et al.| (2021)) find no significant relationship be-
tween MPCs and gross debt levels when controlling for other household characteristics. |Crawley
and Kuchler (2023) show that MPCs increase with net wealth (total, including housing) for Dan-
ish households with negative balances, thus broadly in line with our findings for U.S. households
using net liquid wealth, and then decrease for positive net wealth.

Among net liquid savers, we find no statistically significant correlation between the MPC
and net wealth-to-income ratios. Other papers have looked at the relationship between MPCs
and different measures of wealth among savers. The lack of statistical association among this
group is not surprising in light of that evidence. For example, [Sahm et al| (2010)), Kueng
(2018)), (Christelis et al.| (2019), [Fuster et al.| (2021)), Kotsogiannis and Sakellaris (2025))) find
no relationship, while others find a negative and significant relationship (e.g., |R. Baker et al.
(2023)), |(Ganong et al.| (2020)), Fagereng et al. (2021))E| Several recent papers have highlighted
that even liquid households have high MPCs, and offered various explanationsﬂ We see this
issue as beyond the scope of our paper, which is instead focused on responses to fiscal transfers,

and heterogeneity thereof, among net borrowers.

2.2 External validity and robustness of survey responses

MPRDs for hypothetical shocks The facts we have presented thus far are not specific to
the COVID-19 episode. The SCE panel also contains pre-COVID information on the response
to a hypothetical transitory income shock. Specifically, we use the Household Spending module
that has been collected every 4 months since August 2015. As part of this module, households
were asked to imagine the hypothetical scenario of finding themselves with 10% higher income
and to report which fraction of it they would use to spend, save, or pay down debt. In this
setting too, with data from before 2020, Appendix Figures B.7 and B.8 show that (i) MPRDs
are large, (ii) MPRDs are increasing in gross unsecured debt-to-income ratios, and (iii) MPCs
are decreasing with them. Augmenting this module with household wealth data from the SCE’s
annual Housing Module between 2014 and 2019, we further show in Appendix Table B.6 that
(iv) MPRDs are declining with net liquid wealth and (v) MPCs are increasing with them, outside
of the COVID-19 episode as well. The main difference in behavior between the hypothetical
and our 2020 evidence is that the MPRD is slightly larger in the former.

We also consider the approach used in [Fuster et al.| (2021) to elicit spending responses

1\We find a negative but insignificant relationship between MPC and the log of net liquid wealth for those
with positive net balances. We also find a positive and statistically insignificant relationship between the MPC
and household income when we control for other observable household characteristics. This aligns with findings
by |[Sahm et al.| (2010) and |[Shapiro and Slemrod| (2009), for the 2008 tax rebate. For the same episode, [Lewis,
Melcangi and Pilossoph| (2021) estimate a statistically significant positive correlation between income and esti-
mated spending propensities, as does [Kueng| (2018) using payments from the Alaska Permanent Fund.

15See, for instance, Holm et al.| (2021)), (Graham and McDowall| (2024)), and [Tlut and Valchev| (2023).
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to hypothetical scenarios. These questions were fielded in SCE special modules in 2016 and
2017: in Appendix B.4 we report the results in detail and discuss how the question’s framing
differs from the other approaches. These results confirm that MPRDs are large and decline
with net wealth-to-income ratios, although this correlation is statistically insignificant. This is
consistent with little systematic heterogeneity in elicited spending responses to income gains in
their survey, as discussed by [Fuster et al.| (2021), and may also be traced to the smaller sample
size. Interestingly, we find that households who do not have at least two months of liquid
funds to face an unexpected income loss have a statistically higher MPRD, consistent with the

mechanisms shown in our model.

MPRDs from the Survey of Income and Program Participation Our empirical findings
are also not specific to the SCE. To show this, we use the 2020 and 2021 waves of the Survey
of Income and Program Participation (SIPP), which provide information on households’ debts
and assets. Different from the SCE, the SIPP asks about the predominant use of the checks,
rather than the fraction put towards various purposes.

Nevertheless, the SIPP shows the same patterns as the SCE. Overall, the MPRD is quite
large: about 38% of respondents reported it as their primary use, while 33% reported primarily
consuming their payments. We also validate our second and third facts, that the MPRD rises
with debt and falls with net liquid wealth, and associated MPC patterns, as we show in Appendix
B.3.

MPRDs with heterogeneous preferences Preference heterogeneity is potentially impor-
tant for consumption behavior and MPCs (see, for instance, (Carroll et al. (2017)) and |Aguiar et
al.| (2024) or in the context of mortgage refinancing (Berger et al.| (2024)). Using data collected
as part of the SCE by [Fuster et al.| (2021), we find that MPRDs are not systematically driven
by heterogeneity in discount factors or risk aversion, as we report in Appendix B.4. Given this
null result that preference heterogeneity is not the main driver of our findings, the next section
shows how the empirical patterns can be generated by a simple change to agents’ borrowing

rates in the standard incomplete markets model.

Robustness of survey responses We validate survey responses and check the correct inter-
pretation of the questions, with open-ended response questions fielded in the SCE in April 2025.
Appendix B.5 provides details on this analysis. In a nutshell, we find that SCE respondents cor-
rectly interpret debt repayments as paying down credit card debt, car loans, or personal loans,
while their saving interpretation includes high-yield savings accounts, buying stocks, bonds, and
CDs, and in some cases retirement accounts. They therefore understand that debt repayment is
different from saving and from spending. We also do not think that our results are affected by

misreporting due to social desirability bias [Bursztyn et al.| (2025). The SCE modules with the
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hypothetical questions do not include any questions about the respondents’ household balance
sheets, so there is no explicit reason to conform with socially acceptable behavior. In additional
analysis, we find that households who cited government stimulus payments as a reason for hav-
ing paid down credit card debt in June 2020 were also those with significantly higher reported
MPRDs. These findings complement a growing literature, referenced earlier in the paper, that

documents that reported behavior aligns with actual behavior.

3 Explaining the empirical facts

In this section, we present a simple yet natural twist on a standard consumption-savings model
to illustrate one intuitive mechanism that can generate the facts from the previous section.
In short, borrowing constraints and income uncertainty typically work against the empirical
evidence shown in Facts 1-3, making the consumption function more concave and giving low-
asset (more constrained) households a higher MPC than high-asset (unconstrained) ones. We
show that a simple and empirically relevant alteration to this model via a non-constant price
schedule of debt can overturn these channels and make the model consistent with the empirical
findings. We then use the framework to explore the implications for fiscal policy.

To begin, we fix ideas using an illustrative two-period model without income risk to clarify
when the consumption function becomes convex. Then, we present a richer model that we use
for our quantitative exploration and counterfactuals. In both, we assume there is a single, non-
defaultable asset so that paying down debt and saving are not distinct actionsEl Therefore,
the main empirical counterpart to the model is the MPA, rather than the MPRD and MPS
separately. However, our empirical facts have already been shown to carry over to the MPA,
and are driven mainly by the MPRD.

3.1 An illustrative two-period model

Households live two periods, t = 1,2, and use a single asset, as, to move consumption between
periods. We assume that households choose a terminal asset level az equal to zero and are born
with a; = 0 assets. Income is exogenous and equal to y; in the first period and ys in the second.
We abstract from income risk to cleanly highlight our main mechanism, but reintroduce income
risk in the full quantitative model in the next section, to discuss how our channel co-exists
with precautionary saving behavior studied by |Carroll and Kimball (1996) and many others.
Households derive utility from consumption, with a utility function given by wu(+), with a positive
first derivative and a negative second derivative. They discount the future at a factor g and face

a debt price schedule ¢(az), which we assume to be exogenous and continuously differentiable.

6Hence, given that our empirical results hold for the MPA as well, our model abstracts from the so-called
credit card debt puzzle. |Gorbachev and Luengo-Prado| (2019) provides a recent review of the topic.
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Specifically, g(az) = ﬁ for all as > 0, while for as < 0 we will have g(as) < 1_41rr and
%fj) > 0. When the latter inequalities are strict, the pricing function represents a borrowing
premium that changes with debt as in any model with endogenous default risk.

The problem the household solves is then:

max. u (y1 — q(az)az) + Bu (y2 + az) (1)

where we have made use of the first period budget constraint ¢; + g(as)as = y; and second

period consumption is just available resources yo + as.

Constant Prices. When interest rates are constant, q (az) = ¢ = everywhere, and there-

9q(az)
Oas

Euler Equation, which boils down to:

1+

fore = 0. The optimal choice of consumption and savings is determined by the standard

Ou(c
du (c1) _ 8(022)

0cy B Q(GQ)

Ou (cg)
862

in which the household is indifferent between consuming another unit today - valued at the

=6(1+r)

marginal utility of consumption today - and buying a bond at price ;= to consume another unit
tomorrow, valued at the marginal utility of consumption tomorrow (approprlately discounted).
In this risk-free framework, it is a standard result that a, will be linear in cash-on-hand y; (see
Friedman| (1957) and Appendix A). Therefore, BZ) = 0 implies that both 8a2 and MPCs (801)
are constant in cash-on-hand.

The left-hand panel of Figuredepicts thisin {¢1, c2} space graphically for some endowments
Y1, Y2 and prices q. The intertemporal budget constraint is represented by a straight line with
slope — (1 + ). Starting from some initial y;, the optimal consumption bundle is the point of
tangency between the indifference curve and the budget set.

As we increase 1, to y; = y1 + 7, as depicted in the right-hand panel, the horizontal intercept
shifts by 7, while the vertical intercept shifts by 7 (1 + r). Importantly, the slope of the budget
line is unchanged. The income effect implies that consumption in both periods rises, while there
is no substitution effect because the interest rate is unchanged. Since consumption goes up in the
second period, this implies that savings increase, so that some of the increase in income is used
for increased savings/ less borrowing. When preferences are HARA, the MPC is independent
of the initial cash-on-hand and is equal to 5 + 5
Non-Constant Prices. Allowing for non-constant prices can change how the MPC varies

with y,. When %‘?j) > 0, the Euler equation becomes:
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Figure 3: Optimal Consumption in Constant ¢ Model
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Notes. The solid blue line in the left panel depicts the intertemporal budget constraint, while the curved black
line depicts the indifference curve. In the right panel, an increase in y; shifts the budget constraint and the
indifference curve right from the dash—dotted lines to the solid.

Ou(ca)

du (cy) dca 2)

dev qlaz) + % ay

Now, the household is indifferent between consuming another unit today, again valued at the
marginal utility of consumption today, and buying a bond at price ¢ (as) + %;122)@2 to consume
another unit tomorrow, valued at the marginal utility of consumption tomorrow (appropriately
discounted). The key difference is that the price of the bond changes with the level of borrowing,
and the new effective price takes that change into account.

Allowing the bond price to change with the level of borrowing changes both the optimal
level of consumption and borrowing, but also its shape over y; space. Specifically, it can make
c1 conver in y1, and as concave in ylﬂ As depicted in Figure 4| as we increase y; to some
y = y1 + 7, two things happen. First, this increases the range of ¢; for which savings are positive
(where the slope of the budget constraint is —(1 + r)). Second, the slope of the budget set
where there is borrowing becomes more vertical, indicating it is relatively cheaper to consume
tomorrow relative to today. This substitution channel is absent in the constant ¢ environment,
so for a given income level, the MPC will be larger in the non-constant ¢ (-) model relative to the
constant ¢ model; moreover, it will increase in cash on hand, as that substitution effect increases
at higher levels of y;. The following proposition states this result formally for the specific bond

price function that we use in our quantitative analysis.

I"Notice this is the opposite effect of income uncertainty, which makes the consumption function concave, as
shown in |Carroll and Kimball (1996).
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Figure 4: Optimal Consumption in Non-Constant ¢(-) Model
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Proposition 1 Under log utility, without income uncertainty, and assuming q (az) = 1+rr for

as >0 and q(az) = l—ir — ¢ (—a2)¢2 for ay <0, where ¢1 >0 and 0 < ¢y < 1, the MPC = g—;

18 increasing in cash-on-hand ;.

Proof. See Appendix A. =

Non-Linearity in the Price Function The second derivative of ¢ () can have an important
quantitative effect on the shape of the MPC across y; space. Specifically, the change in the
steepness of the budget set in response to changes in y; depends on the level of income if ¢ (-) is
non-linear. Differentiating the budget constraint, we can see that MPCs depend on two terms:
how ¢ (-) changes with as (i.e., a price effect) and how ay changes with income (i.e., a choice
effect).

9q(

Ceteris paribus, the MPC function is higher with a stronger price effect (%22) > 0); this

is also evident when looking at the Euler equation, where the effective interest rate becomes

(q(az)+ Mag)_l. More importantly, MPCs can be upward sloping in cash on hand, depending

Oas
on the combined “price” and “choice” effects. In Figure [, we show that the savings function,

the as choice, goes from linear to concave when %‘lj) > 0, and thus the consumption function
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Figure 5: Household choices with different ¢ (-) functions
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becomes increasingly convex. This is already true if ¢ (-) is linear. With a convex ¢(-), this

effect is even stronger and, as a result, the MPC increases by even more.

Borrowing wedges Recent versions of standard incomplete market models often incorporate
a wedge between the interest rate faced by savers and borrowers (see, for instance, Kaplan
et al.| (2018))). With deterministic income as in the simple model of this section, this feature
would not affect MPCs except locally around zero assets. However, it can generate MPCs that
are increasing in net assets for borrowers over a larger portion of the negative asset space, as
proven by |Achdou et al| (2022) (see their Appendix G.3) with income risk. In that setup,
income uncertainty makes the wedge work similarly to a soft borrowing constraint, as agents
place a non-zero probability on being at the asset kink in the future. Our debt price function
generalizes that setup, which allows the model to flexibly fit the empirical pattern of debt and
MPCs regardless of the stochastic process for income. Indeed, the strong convexity of our ¢(-)
function resembles a borrowing wedge near zero assets, as it also creates a discontinuity in the

derivative of the interest rate.

Endogenous default To generate a non-constant debt price, models with endogenous default
would vary ¢(-) with the borrowers’ probability of default. In this very large literature, house-
holds taking on more debt are less likely to pay it back and therefore are given a higher interest
rate from their lenders, making the price non-constant because it incorporates a risk premium.

To bring this idea into our two-period, deterministic model, consider the second period income

16



to be yo + (1 — dy)ag, where dy is the amount of debt the household does not pay back. In
equilibrium, this will be directly tied to the price of debt g(as) = 1—}”(1 — dz). In Appendix D,
we ensure an internal solution to dy by introducing a linearly separable and convex utility cost
of default. We obtain a slightly different Euler equation than Equation

Ju(cy)
801

Ou(cs)
(902

(1 +e4(az)) = B(1 +7)

az
q(a2)”
the same qualitative conclusions for the convexity of the consumption function and the slopes

where ¢,(az) is now the elasticity of ¢ with respect to as, ¢'(as) Still, this gives us all of

of the MPC with cash on hand. This is shown more completely in Appendix D.2.

3.2 Full Quantitative Model

In this section, we extend the intuition outlined with the two-period model to a standard,
infinite-horizon, incomplete-markets model of consumption and savings. We will use this model
to assess the quantitative plausibility of our mechanism and to study fiscal stimulus policy.
The economy is populated by a continuum of infinitely lived households indexed by their net
asset holdings a and their exogenous income yEl Households can borrow at a price schedule
q (+), whose features we describe below.
Our characterization of the evolution of households’ income follows Krueger et al. (2016)

and, more generally, a large empirical literature in labor economics. Log labor income y follows:
y=z2+¢ (3)

where z is the persistent component of income and ¢ is the transitory component of income.

The persistent component of log income follows 2z’ = pz + 1. Innovations to z, denoted with 7,

2
n

and o2, respectively. We denote by F (-) the CDF of ¢ and 7 (2’|2) the conditional probability

of 2/ given z. n and € are orthogonal to each other and independently distributed over time and

as well as transitory shocks e, have mean zero and are normally distributed with variances o

across households. Finally, households can receive a lump-sum transfer 7 from the government.

Households begin the period with their net asset position a and income y. Households can
have a negative net asset position a < 0, which we assume to be bounded below by the natural
debt limit a,q. Every period, households choose consumption of a nondurable good ¢, from
which they derive utility u (c), and next period assets a’. New assets are purchased at a price
q(-). As we discussed previously, in the standard incomplete markets model ¢ = ﬁ for all
households, where r is the risk-free rate. We nest this case with a generic formulation for the

asset, price:

18We omit time subscripts and denote next period variables with the superscript /.
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max [L— —a ¢2,0 ifd <0
14r Qsl ( ) (4)
ifa" >0

q =
1
1+r

When ¢; > 0, larger borrowed amounts are associated with worse prices (higher interest

rates). The household problem can be summarized as follows:

V(a,z,e) = max wu(c)+ BE,V(d, 2 €)

c>0,a'>anq;

subject to :

c+qla)a —a=e""*

Z=pz+n

Household decisions To understand the role played by the price schedule ¢ (+), and how it
alters the intertemporal trade-off faced by households, we look at the generalized Euler Equation

in the infinite horizon model:

du(c) [0q(a’) , : Ou (¢)
= (FE
p I kg = o7 )
The intuition is the same as in the two-period model. When prices are constant (agé;) =0), we

obtain the standard incomplete-markets Euler equation according to which a household equates
the marginal utility gain of consuming a dollar today, to the gain of not consuming it, saving,
and consuming tomorrow the interest-accrued dollar. With an interest rate schedule of debt,
this condition is affected in two ways. First, borrowing households will have fewer available
units to consume as ¢ (-) declines. Second, savings decisions (i.e., a’) affect the pricing schedule
and therefore change the amount of available resources.

ag(cc) %j,/)a/ , that was

not present in the constant interest rate framework. In levels, this term acts like a higher interest

Put differently, the Euler Equation now includes an additional term,

rate, but it also changes at different levels of ¢ and a’. Since both of these are monotone in
cash-on-hand, as resources increase, marginal utility declines just as a’ is also approaching zero;
thus, the additional term is smaller. Again, this makes our consumption function convex, with a
deviation from the constant ¢ (-) consumption function that narrows with cash-on-hand. Absent
our channel, the model would instead deliver a concave consumption function, as in the seminal
work by Zeldes| (1989)) and |Carroll and Kimball| (1996).

A natural consequence is that a non-constant price schedule of debt will alter the distribu-
tion of marginal propensities to consume and, in particular, how they correlate with net asset

positions. Households with a high marginal utility of consumption can face lower prices ¢ ()
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9q(a’)
Oa’

discount factor. As such, they decrease the motive to bring forward consumption. Other things

and positive . For borrowers (ie, a’ < 0), both margins increase the household’s effective
equal, this reduces their incentive to immediately spend transitory transfers (i.e., it lowers their

instantaneous marginal propensity to COHSUIHG)H

Responses to transitory income shocks We now describe households’ responses to a tran-
sitory income shock like a tax rebate, 7. In what follows, we consider these innovations 7 as
local perturbations of income. We differentiate the budget constraint with respect to the 7

component of income:

dc  0q(d’)0d N
or " oa or® 1) =1 ®)

The well-known marginal propensity to consume (MPC) is defined as usual:

dc
MPC = 9

while the marginal propensity to adjust the net asset position is:

Jdq(a’) 0ad’ . 0a
o o7 T

As in the data, the MPC and the MPA must sum to 1 at the household level.

MPA =

4 Quantitative Evaluation

4.1 Calibration

One model period is one quarter. Table 2] presents the details of the calibration. The parameters
governing the income process come from Krueger et al|(2016). Utility from consumption follows
a CRRA specification, with risk aversion parameter v equal to 1 (log utility). The quarterly
risk-free interest rate, r, is set to match a 3 percent annual rate.

The three remaining parameters, 3, ¢, and ¢, are chosen by targeting three moments from
the SCE: (i) the share of households with negative net liquid assets, (ii) the MPC of households
in the bottom quintile of net liquid wealth-to-income, %, conditional on negative net liquid
assets, and (iii) the MPC in the top quintile, also for negative asset holders’| All of these are

taken from our SCE data sample used in Section [2| The first target is somewhat larger than

19 Another way to think about this effect is that the non-constant interest rate schedule gives low asset
households an additional marginal value of increasing assets, akin to the description of “saving-constrained”
households in [Miranda-Pinto et al| (2020).

20As in the data, we scale assets by income to remove permanent (or persistent) differences in income that
scale both asset and consumption choices.
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Table 2: Calibration

Pre-defined parameters

r 0.0074
ol 1
P 0.9923
oy 0.0985
Oc 0.2285
Internally calibrated parameters
8 0.97
P1 0.05

2 0.10
Targeted moments Data Model
Share of Households with a < 0 0.386  0.378
MPC (bottom quintile of 2,a< 0) 0.195 0.189
MPC (top quintile of 2,a< 0) 0.266 0.254

the share of households with negative liquid wealth in Kaplan, Moll and Violante| (2018). There
are a range of estimates in the literature, partly due to an ongoing debate on whether to use
net worth or gross unsecured debt, and whether to use liquid or total assets as the calibration
targetﬂ Our liquid wealth calibration implies a relatively low value of 3, 0.97 quarterly, because
the relevant concept of wealth for our model excludes many illiquid assets and secured debts.

The remaining two targets ensure that our model matches our second and third empirical
facts documented in Section 2} the MPC is higher and MPA lower for those with less negative
net wealth-to-income ratios. The model also does well along other, non-targeted dimensions.
For example, the MPC of the median negative asset holder is 0.25 in the model and 0.23 in the
data, whereas the average MPC of debtors is 0.25 in the model and 0.24 in the data.

In Appendix D.3 we incorporate endogenous default into our model, tying ¢(+) to an equilib-
rium condition. There, we show that we can match the same moments by choosing parameters
of the utility cost of default, a power function, x1d"2. In that case, instead of two parameters, ¢;
and ¢o, directly dictating the ¢ function, k1 and ks dictate default rates, which imply a similarly

convex ¢(-) and lead to all of the same quantitative results.

4.1.1 Calibration-implied ¢(-) function

Given the calibration, we consider whether the debt price schedule delivered by the model is
empirically plausible. This is a somewhat difficult question to answer directly because there is
little empirical evidence on the relationship between ¢ (-), debt, and consumption behaviorEl

We proceed in two steps. First, we present novel empirical evidence on debt-price schedules

21For instance, 39% of US households in the 2016 SCF carried a balance on their credit card, as reported by
Exler and Tertilt| (2020)).
22 An important exception is|Kreiner et al.| (2019), who estimate marginal interest rates in Denmark and show
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that supports our main model mechanism. Second, we show that our calibration is also consis-
tent with existing evidence on default rates when we assume that the exogenous ¢(-) function

arises from lenders’ pricing default risk.

Novel evidence from the Credit Consumer Panel We turn to credit card data to empir-
ically investigate the nature of the ¢(-) function, which is central to our theory. We use admin-
istrative data from the New York Fed’s Consumer Credit Panel (CCP)E and a methodology
proposed by |Guttman-Kenney and Shahidinejad| (2024)), to construct account-level financing
charges that credit card holders face each quarter between 2017 and 2024. The dataset is ideal
for our purposes since we can observe for a single individual over time multiple credit card
accounts and the dynamics of payments. We combine this with a method to estimate effective
interest rates to construct a ¢ (-) function. Appendix B.6 contains detailed information on the
dataset and the empirical strategy. The approach proposed by (Guttman-Kenney and Shahidine-
jad (2024) relies on the fact that credit card lenders use the following deterministic formula to

calculate minimum payments m:

m = max{u, b+ (1 —0)f} (7)

In the data, we observe minimum payments and the statement balance, b, directly in the
CCP, for each account at a quarterly frequency. We follow |Guttman-Kenney and Shahidinejad
(2024)) in addition to our own empirical investigation and set p, the floor dollar amount deter-
mined by the creditor, and 0, a percentage determined by the creditor, to values that encompass
typical credit card agreements in the US, as discussed in the Appendix. With that in hand,
we are then able to estimate financing charges, f, for each credit card held by account holders
in the sample, at a quarterly frequency. We also construct a proxy for the effective interest

rate faced at each account and time period, r = which is the model counterpart of the

I
b—f
inverse of our price ¢(-) function. We use two alternative measures for the effective interest rate,
both of which aggregate r at the individual level, for each quarter. For the “average interest
rate,” we average r across accounts, at a point in time, for each individual; for the “marginal

interest rate,”

we take the maximum interest rate across accounts, at a point in time, for each
individual. Balances are always the sum across accounts for each individual at each time period.
As a validity check, we find that our estimated interest rates fall with credit scores, consistent
with recent findings by |Drechsler et al.| (2025)) using Y-14 account-level data.

Three sets of findings provide direct support for our mechanism. First, pooling all accounts

that they fall with liquid assets to income and increase with the amount of debt service—consistent with our
model. But unlike our findings, they see a positive correlation between reported MPCs and marginal interest
rates. This could be because of differences in institutional setups, bunching of their reported MPCs, and the
type of fiscal policy studied.

23Note that the CCP does not include any race or ethnicity information.
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Figure 6: Interest rates by debt balances
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Notes. Source: NY Fed CCP / Equifax. Data is at the individual level, between 2017-q4 and 2024-q4. For
each quarter, account-level interest rates are aggregated to the individual level as an average (left panel) and
as the maximum (right panel) across the accounts held by an individual in that quarter. Total balance is the
sum of credit card balances for a given individual each quarter. The figure is a binned scatterplot: we group
observations in 20 quantiles of total balance (horizontal axis) and plot the average interest rate at each quantile
(vertical axis). For additional details, see Appendix B.6.

and time periods, we find that (both average and marginal) interest rates are increasing and
concave in credit card balances as shown in Figure [0, thus directly giving empirical support to
the calibrated ¢(-) we use in our model.

Our second and third findings exploit the panel dimension of the CCP data. Since the
q (+) function is the debt price function faced by an individual, this variation is preferred over
cross-sectional variation, which may be confounded by unobserved factors that correlate with
debt balances and make certain households face higher interest rates always. To this end, we
turn to how quarterly changes in individuals’ credit card balances are associated with changes
in interest rates at a quarterly frequency. First, we find that decreases in balances (i.e., debt
repayments) are associated with declines in (both average and marginal) interest rates and
present these findings in Appendix Table B.8. Specifically, a one standard deviation increase in
debt is associated with an increase in average (marginal) interest rates of 1.5 (2.7) percentage
points. In the model, the same regression delivers a coefficient of 2.2. We then explore whether
the sensitivity of interest rates to changes in debt balances is smaller at larger debt balances,
as would be consistent with our convex ¢ (-) ] Figure [7] depicts the estimated coefficients from
a regression of changes in effective interest rates on changes in individual credit card balances
at different quintiles of debt balances. We find that the sensitivity for both average (panel (a))
and marginal (panel (b)) interest rates is smaller for larger debt balances. In other words, the

convexity of the ¢(-) function also holds using individual-level variation. The sensitivity for the

2480 long as households face interest rate schedules that are the same up to an intercept term (which is
differenced out), the interaction with debt quintiles will deliver unbiased estimates for sensitivities in different
quintiles.
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Figure 7: Interest rate to debt sensitivities by debt quintile
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Notes. Source: NY Fed CCP / Equifax. Data is at the individual level, between 2017-q4 and 2024-q4. Interest
rates and debt balances defined as in the text and in Figure[6] Debt is standardized dividing it by the overall
standard deviation of all debt balances. We group observations by 5 quantiles of debt balances (horizontal axis).
For each quintile, we regress within-individual changes in the interest rate on debt changes and a constant, and
report the regression coefficient and 95% confidence bands. For additional details, see Appendix B.6.

third quintile is consistent with the sensitivity implied by our calibrated model, although we
underestimate the dispersion of the regression coefficients.

As we show in Appendix Table B.9, there is a simple intuition for the within-individual
sensitivity of interest rates to debt repayments. We estimate that, as credit card balances
increase, the number of credit card accounts associated with positive financing charges rises.
This suggests that, as debt rises, individuals end up facing higher effective average/marginal
rates, because they have to carry balances at higher rate cards and/or new cards come with

higher rates.

Existing evidence Households in our model face empirically plausible interest rates. The
mean annualized interest rate faced by households with debt in our model is 20.6%, varying from
risk-free 3% to 27.9%. The median interest rate, 21.3%, is broadly in line with estimates by
Galenianos and Gavazzal (2022). Our calibration delivers a dispersion of interest rates slightly
lower than what estimated by |Galenianos and Gavazzal (2022)), with ten percent of households
facing an interest rate of 24% or more.

We can also construct actuarially fair default probabilities, ¢ (a) = = (1 — Pr[default](a)),
assuming that the ¢ (-) function arises from lenders’ pricing default risk. Our calibrated ¢(-)
function has implied quarterly default probabilities as high as 5.3% in the negative asset region.
We have an average default probability among negative asset holders of 3.9%, or 1.5% overall.
Once annualized, this is higher than the bankruptcy rates considered by (Chatterjee et al.| (2007))
and |Athreya et al. (2018), but lower than delinquency rates. Our maximum annualized implied

default probability (19.6%) is basically equivalent to the upper bound considered by Dempsey
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and Jonescul (2021)) in their empirical investigation. We explore this framework more directly in
Appendix D by adding endogenous default to our current model. There, we are able to replicate
our quantitative results by choosing the default cost so as to generate a convex endogenous g (-)
rather than imposing a convex exogenous ¢(-) directly.

Finally, as noted earlier, recent papers (e.g., Kaplan et al.| (2018)) also feature borrowing
“wedges” that make MPCs increase in net assets for borrowers in at least part of the asset
space. The wedge is a constant increase in the interest rate for borrowers relative to savers
and creates a local convexity in the consumption function near zero net assets. Appendix C.3
provides details for how we consider this form of ¢(:)-menu. In our calibrated model, a wedge
of their size (a 6 percentage point wedge in the annual interest rate) generates MPCs that are
slightly decreasing in net assets among borrowers and do not quantitatively fit our empirical
estimates. If we recalibrate the model targeting the same empirical moments of Table [2] with a
wedge, a better fit can be achieved with a wedge of 23 percentage points. In sum, while other
mechanisms can qualitatively generate MPC patterns like those we highlight, we see our ¢(-)

function as a usefully flexible generalization of empirically plausible debt price schedules.

4.2 Fiscal stimulus through insurance

In this section, we show how accounting for the documented empirical facts through a non—
constant debt price schedule can alter the expected effects of fiscal policy. We perform four
exercises. First, we show that, when interest rates are debt-sensitive, stimulus and insurance
motives do not align well across households as they typically would in a model with a constant
(flat) debt-price schedule. In fact, they are negatively correlated, with indebted households
experiencing large welfare gains and displaying relatively small instantaneous consumption re-
sponses.

This tradeoff materializes also when comparing short-run and long-run fiscal multipliers:
debt-sensitive interest rates lower upon-impact consumption responses of the poorest households,
while making them more persistent over time. Conversely, they increase MPCs of households
with little debt, but steepen their dynamic profile. In our second exercise, we show how these
two effects aggregate up in the economy and unfold over time. The presence of a non-constant
debt-price schedule amplifies the consumption effects of fiscal policy.

Third, we discuss optimal policy with debt-sensitive interest rates. Even when targeting only
based on income, the allocation of transfers is different from what is implied by the canonical
constant-interest rate model, and depends on whether the planner wishes to maximize aggregate
(upon-impact) spending or aggregate welfare. We then consider an alternative policy that
instead forgives debt service. This policy enhances welfare gains by targeting more appropriately,
but at the expense of a smaller short-run boost to aggregate consumption following the logic

previously described.
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Finally, we compute the average welfare and consumption gains stemming from the Economic
Impact Payments (EIP) by allocating the payments in the model according to their allocation in
the EIP program. We find that both the aggregate welfare and upon-impact consumption gains
are larger in our model than in the alternative with constant interest rates. As in [Kaplan and
Violante] (2014)), our analysis is in partial equilibrium, and thus interest rates are exogenous.
This is consistent with our liquid wealth calibration, which excludes much of the US capital
stock, but focuses on the assets most relevant to the interest rate schedule we infer, and which
are most likely to be affected by households” MPRDs. Hence, the aggregate response reflects
heterogeneity in household responses towards the bottom of the distributionﬁ

4.2.1 Stimulus vs insurance across households

To compute welfare in the model, we solve for a consumption variation function A (+) that renders
agents indifferent between receiving the rebate and not receiving the rebate 7. This amounts to

solving for the A (a, ¢, z) such that:

T T

Viat7,e,2) =Y Bu(c) =Y Bu((1+A(ac, 2))c)

t=0 t=0

where {c] }]_, is the sequence of optimal consumption choices starting from date ¢ = 0 and asset
level a + 7 and {c;}1_, is the sequence of consumption choices starting from a. With log utility

this becomes fairly straightforward to compute:

Aa,e,z) =exp{(1—0) (V(a+T1,¢,2) — (V(a,e,2))} — 1

We show this graphically in Figure |8 depicting the A(:) (multiplied by 100) in blue. In
addition, we also plot the upon-impact spending responses to the rebate in red. Given the
focus of our paper, we show only negative asset holders. Throughout this section, we consider
a uniform, transitory, and unexpected lump-sum transfer equal to 10% of average quarterly
incomelfl We bin households by 10 quantiles of their asset—to—income ratios, and, for each
quantile, we compute the average welfare gain and spending propensity.

Figure [§ clearly illustrates that welfare and instantaneous spending gains are starkly nega-
tively relatedFZl As debt decreases, households spend a larger fraction of the rebate today, but

also have marginally decreasing welfare gains. Binning more finely, across 50 quantiles of neg-

250ur setup also abstracts from how stimulus checks are financed by the government and from the credit
sector to whom debt service would be paid, although we discuss the latter in the model with endogenous default
of Appendix D.

26This is approximately equivalent to $1200, which was the payment size received by an individual with no
dependent children.

2"In Appendix D.3 we show that the same result holds in our model with ¢ generated in equilibrium with
endogenous default.
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Figure 8: Stimulus vs insurance across households

1.5 —e— welfare gain (left axis) 0.3
—e— instantaneous spending effect (right axis)
14+
0.28

13 B a
£12¢ 0.26 -8
S o
_5 1.1 0.24 %
5 4l -
g 022
2 r C
S 0.9 £
© 02 ©

07} 0.18 3

007 0.16

0.5 : : . !

-1 -0.8 -0.6 -0.4 -0.2 0

assets-to-income ratios (by decile)
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deciles of equal mass. For each decile, we plot the average welfare gain due to the transfer, in blue, and the
dollar-for-dollar spending effect of the transfer upon impact, in red. Portions of the line where there are more
points, i.e. deciles are closer together, imply there is more mass.

ative asset—income ratios, the correlation between welfare gains and short-run spending effects
is —0.88. This underscores how debt-sensitive interest rates create a clear trade-off between
stimulus and insurance. If instead we consider an alternative model in which households face a
constant interest rate, spending and welfare gains co-move, with a correlation across quantiles
of +0.97P% Therefore, debt-sensitive interest rates imply that policymakers may wish to design
fiscal policies differently depending on their objective. This consideration also underscores a

trade-off between short- and long-run fiscal multipliers, which we investigate next.

4.2.2 The aggregate effects of fiscal policy

While debt-sensitive interest rates make MPCs increase in net assets for debtors, they also alter
the dynamics of spending responses. Figure [9] plots intertemporal MPCs — i.e., the dollar-for-
dollar consumption response over time to a transitory cash transfer in the first period. In the
left panel, we average across households in the bottom first percentile of the asset distribution
when the transfer is paid out, while in the right panel we look at the 10% of households with
the smallest debt balances.

We compare our calibrated model with two alternative constant ¢ (CQ hereafter) models.

28For this environment, we assume that households face an exogenous borrowing limit equivalent to the one
generated in our baseline model. The equivalent of Figure |§| for this model can be found in Appendix C.1.

26



In both, households exogenously face the same borrowing limit, but interest rates do not vary.
We consider two different recalibrations of this model, changing S to target different moments
(since both models are with a constant interest rate, the only parameter to lever is §). The
“Industry standard” is to calibrate 5 to moments of the asset distribution (see Kaplan and
Violante| (2022)). This is exactly what we do for the model in dashed red (“Constant g - match
% in debt”) - we match the share of households with negative net liquid assets in the data.
The steady state of this model is thus observationally equivalent to our model in terms of the
share of borrowers, but they face a different interest rate schedule. The model represented in
dash-dotted black ( “Constant ¢ - match average MPC”) instead recalibrates  to match the
instantaneous average MPC, which is achieved by allowing for a counterfactually high share of
households with negative net liquid wealth, 88%. This second recalibration only serves to show
cleanly how our mechanism alters the persistence of aggregate consumption effects, and thus
long-run fiscal multipliers, since we force the short-run average consumption response to be the
same.

When ¢(-) is constant, in both recalibrations, the poorest behave as standard liquidity-
constrained households, consuming most of the rebate in the very first quarters. In our baseline
model, instead, there is an extra incentive to use the transfer to pay down debt. The instan-
taneous MPC is therefore much lower than in either recalibration of the model with constant
interest rates, but these households keep spending more for longer (the blue line is above the
others beginning 2 quarters from the transfer date). Indeed, their implied cumulative spending
response exceeds the amount of rebate dollar already after three years, thanks to endogenous
improvements in the price of debt ¢(-). The right panel, instead, shows that households with
little debt respond more upon impact in our baseline model than in both models with constant
interest rates. This is driven by the force shown in Figure [f, in which the very steep interest
rate schedule in that region of assets raises the level of the MPC.

The aggregate spending effect of fiscal transfers depends on the combination of these offset-
ting forces. As shown in Figure [I0] although they both feature the same share of households
with negative net liquid wealth, an economy with debt-sensitive interest rates has a much higher
aggregate MPC than the constant ¢ model depicted in red. Moreover, the baseline economy
displays more persistent effects of fiscal policy. To see this, we compare the cumulative aggregate
intertemporal MPC in our baseline to the CQ model that starts at the same aggregate MPC
in the first quarter (black dashed line). At the beginning of the fourth year, the entire size of
the fiscal package has been spent in our baseline model, whereas this happens more than a year
later in the CQ model in black, despite the larger share of borrowers. The gap between these
two particular models also opens up over time. In our baseline model, improvements in debt
positions and the resulting lower interest rates imply that the cumulative aggregate spending

is 8 percentage points higher than the aggregate size of transfers 30 quarters out. In summary;,
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Figure 9: Heterogeneous intertemporal MPCs
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Notes. In the Constant ¢ model, 5 = 0.9745 in the version plotted with a dash-dotted red line, while the
recalibration with g = 0.9875 is shown with dashed black.

a non-constant debt-price schedule amplifies the consumption effects of fiscal policy relative to
an environment with a constant debt-price schedule, both in the short- and in the long- runlﬂ

Auclert et al.|[(2024) discuss how intertemporal MPCs can be used to discipline heterogeneous
agent macro models. Our model generates consumption responses in the first two years that
are quantitatively similar to their analysis: in particular, not only a bit more than 50% of the
rebate is spent in the first year, but also a fairly large fraction is spent in the following year ]
In addition, our analysis suggests that debt-sensitive prices not only matter for the short-run
persistence of intertemporal MPCs, but also for the amplification of fiscal policy several years
out. Our mechanism is thus also consistent with empirical evidence by |Agarwal et al.| (2007)),
who estimate debt responses to 2001 tax rebates in the United States. They find that consumers
initially used the checks to pay down debt, stimulating an increase in spending in the medium-

rumn.

4.2.3 Optimal policy and the Economic Impact Payments

In this final section, we consider optimal targeting of fiscal policy, and also measure the effects
of the 2020 EIP. Throughout this section, we consider our baseline model and the CQ model in

which  has been recalibrated to match the share of households with negative net liquid wealth.

29In Appendix D.3 we show how this mechanism is present even with endogenous default and thus equilibrium-
determined interest rates, albeit quantitatively dampened.

300ur first-year response (63%) is on the upper end of the estimates they report using Italian data and
Norwegian estimates by [Fagereng et al| (2021), and our second-year response is also slightly higher at 26 cents
rather than 16.
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Figure 10: Aggregate spending effects of a transfer
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recalibration with 5 = 0.9875 is shown with dashed black.

We set the total aggregate size of the fiscal package to be the same across all exercises and
models so that the only choice is how to allocate a fixed amount of fiscal spending.

First, we formally show that, even if the planner is constrained to target transfers based solely
on income, she would allocate transfers very differently in the two models and depending on the
object she wishes to maximize. For each of the two models, we consider two allocations: the
one that maximizes aggregate consumption upon impact, and the one that maximizes aggregate
Welfareﬂ Figure [11] shows the corresponding optimal allocations by plotting the mean rebate
disbursed in each decile of the income distribution.

Three of the four allocations are similar: the two allocations in the CQ model (corresponding
to consumption (blue diamonds) and welfare maximizing (black stars)) and the allocation that
maximizes aggregate welfare in the baseline model (green circles) featuring a debt-price schedule.
In these three scenarios, it is optimal to give more of the total fiscal transfer to households
whose income is below the median. In the baseline model, however, the rebate allocation is very
different if the planner instead maximizes the immediate effect on aggregate consumption. In
this case (depicted in red squares), lower-income households receive a lower share of the overall
rebate, as a larger fraction of higher-income households become rebate recipients. This result
demonstrates that the divorce of welfare gains from upon-impact spending depicted in Figure
is present even if the planner targets rebates by income, though it is not present in the standard
model.

The previous exercises considered how to target rebates when the planner can only base their

31See Appendix C.2 which formalizes both planner problems.
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Figure 11: Optimal targeting by income
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Notes. Using the optimal allocation of transfers in each of the four exercises, we plot the average rebate (vertical
axis) for each decile of income (horizontal axis). In the constant ¢ model, 8 = 0.9875 to match the empirical
share of households with negative net liquid wealth.

choices on income. However, the model formalizes that those with the largest debts will benefit
the most from transfers, and suggests that larger gain can be had with alternative policies which
can more directly target those with larger debts. We therefore next compare the rebate policy
above, which in practice can only target households by income, with an alternative policy that
allows for debt service forgiveness (which we label debt service targeting). This policy can be
thought of as analogous to the mortgage interest deduction, and demonstrates what happens
when we explicitly target debt service relief. In both policies, we consider a planner making a
binary choice: whether or not to give the household a $1200 rebate in column (I) or whether
to forgive 100% of the debt service in column (II) of Table Q7] In column (III), we consider
transfers that resemble the 2020 EIP episode (see Appendix C.2 for details): we give agents a
$1200 check if they are in the bottom 88% of income and phase out the payment as income
increases.

For each of these three policies, the first two rows of Table |3| report the aggregate welfare
gains in the baseline and C(Q) models, respectively. In the first two columns, the planner aims

to maximize aggregate welfare. The third and fourth rows report the aggregate consumption

32Gee Appendix C.2 for the full planner’s problem we solve. Implementing optimal debt service targeting, in
which the planner chooses what share of debt service to forgive, rather than a constant share, is computationally
not feasible. Our analysis is also consistent with [Kaplan and Violante| (2014]), who also consider a binary policy
for income targeting. This is without loss of generality, since, when we repeat Figure using the solution
constrained by a binary policy, the qualitative results are the same, but are naturally more muted since targeting
is less precise due to the discrete nature of the planner’s decision.
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Table 3: Aggregate Effects of Fiscal Policy

I 1T 111
Aggregate welfare effect (%) Income targeting Debt service targeting 2020 EIP
Baseline model 224 24.7 22.5
Constant ¢ 1.6 2.9 1.6
Aggregate consumption effect (%) Income targeting Debt service targeting 2020 EIP
Baseline model 2.0 1.8 2.0
Constant ¢ 0.5 1.4 0.5

Notes. The top two rows of the table report the aggregate welfare gain, that is, the percent increase
in aggregate welfare for an equally-sized aggregate transfer. For Columns (I) and (II), the planner max-
imizes aggregate welfare. The bottom two rows report the aggregate upon-impact consumption gain,
that is, the percent increase in consumption for an equally-sized aggregate transfer. For Columns (I)
and (II), the planner maximizes aggregate consumption in the first quarter of the policy. In the con-
stant ¢ model, § = 0.9875 to match the empirical share of households with negative net liquid wealth.

gains for the baseline and CQ models. In this case, in Columns (I) and (II), the planner aims
to maximize aggregate consumption.

Our model delivers much larger aggregate gains relative to the CQ model, in both the
welfare- and consumption-maximizing allocations. Aggregate consumption goes up by 2.0%,
four times what we see in the CQ model. The gap is even bigger in terms of aggregate welfare,
jumping 22.4% in our model, a 14-fold increase compared to the canonical model. In terms of
consumption equivalent units, as computed with A(-) in Section , the average consumption
increase each period would be 0.51% in the baseline model and only 0.19% in the constant ¢
model. The strong welfare effects are the result of the debt-repayment mechanism: by using
the rebates to repay their debts, households persistently improve their net asset position, face
lower interest rates, and sustain persistently higher consumption.

These results are very similar to our estimates of the aggregate welfare and consumption
gains of the 2020 EIP policy, as shown in Column (III). Indeed, Economic Impact Payments
were phased out in a similar way to what is implied by a binary policy that targets a rebate by
income 7]

Finally, in column (II), we show the effects of debt service targeting. Welfare increases even
more than under income-targeted transfers in both models, but by relatively more in our baseline
model (+2.3pp in our model, +1.3pp in the CQ model over what income-targeting can deliver
in terms of welfare). However, aggregate consumption gains under debt-service targeting are
relatively lower in our model compared to income targeting (1.8% versus 2.0%, respectively).
This once again shows the divorce of welfare gains and on-impact spending gains: this time not

just in the cross-section, but also in the aggregate. In our model, high-debt-service households,

33Note that the 2020 EIP policy delivers a slight improvement on the binary rebate policy of column (I)
because it featured a gradual phase-out. Aggregate welfare would have increased much more if the rebate size
was freely chosen for each income level, as in Figure
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targeted by this policy, display large welfare gains, but not necessarily high MPCs.

5 Conclusions

We provide new empirical evidence for an underappreciated fact: most households use fiscal
transfers to pay down debt. We document that these MPRDs are largest among households
with more negative net wealth-to-income ratios. Conversely, these households spend relatively
little of their rebate checks upon impact.

A standard heterogeneous-agent, consumption-savings model can be consistent with these
facts if borrowing rates increase with household debt. We analytically characterize the conditions
underlying this result. A full quantitative model replicates the empirical facts with empirically
plausible interest rate schedules. The model is used as a laboratory to show how our novel
mechanism alters the effects of fiscal stimulus. In particular, a tradeoff arises between immediate
spending stimulus and longer—-run welfare gains. As such, policymakers can maximize the former

or the latter, targeting different sets of households.

32



References

Achdou, Yves, Jiequn Han, Jean-Michel Lasry, Pierre-Louis Lions, and Benjamin

Moll, “Income and wealth distribution in macroeconomics: A continuous-time approach,”
The review of economic studies, 2022, 89 (1), 45-86.

Agarwal, Sumit, Chunlin Liu, and Nicholas S Souleles, “The reaction of consumer
spending and debt to tax rebates—evidence from consumer credit data,” Journal of Political
Economy, 2007, 115 (6), 986-1019.

Aguiar, Mark, Mark Bils, and Corina Boar, “Who Are the Hand-to-Mouth?,” The Review
of Economic Studies, 05 2024, 92 (3), 1293-1340.

Arellano, Cristina, Xavier Mateos-Planas, and José-Victor Rios-Rull, “Partial De-
fault,” Journal of Political Economy, 2023, 181 (6), 1385-1439.

Armantier, Olivier, Leo Goldman, Gizem Kosar, and Wilbert Van der Klaauw,
“An update on how households are using stimulus checks,” Technical Report, Liberty Street

Economics 2021.

_, _, _ 4 Jessica Lu, Rachel Pomerantz, and Wilbert Van der Klaauw, “How have
households used their stimulus payments and how would they spend the next?,” Technical
Report, Liberty Street Economics 2020.

Athreya, Kartik, Juan M Sanchez, Xuan S Tam, and Eric R Young, “Bankruptcy
and delinquency in a model of unsecured debt,” International Economic Review, 2018, 59 (2),

993-623.

Auclert, Adrien, Matthew Rognlie, and Ludwig Straub, “The Intertemporal Keynesian
Cross,” Journal of Political Economy, 2024, 132 (12), 4068-4121.

Baker, Scott R., Robert A Farrokhnia, Steffen Meyer, Michaela Pagel, and Constan-
tine Yannelis, “Income, Liquidity, and the Consumption Response to the 2020 Economic
Stimulus Payments*,” Review of Finance, 03 2023, 27 (6), 2271-2304.

Berger, David W, Konstantin Milbradt, Fabrice Tourre, and Joseph S Vavra, “Refi-
nancing frictions, mortgage pricing and redistribution,” Working Paper, National Bureau of

Economic Research 2024.

Boutros, Michael, “Evaluating the Impact of Economic Impact Payments,” Technical Report
December 2020.

33



Bursztyn, Leonardo, Ingar K Haaland, Nicolas Rover, and Christopher Roth, “The
Social Desirability Atlas,” Working Paper, National Bureau of Economic Research 2025.

Carroll, Christopher D and Miles S Kimball, “On the concavity of the consumption
function,” Econometrica: Journal of the Econometric Society, 1996, pp. 981-992.

Carroll, Christopher, Jiri Slacalek, Kiichi Tokuoka, and Matthew N White, “The
distribution of wealth and the marginal propensity to consume,” Quantitative Economics,
2017, 8 (3), 977-1020.

Chatterjee, Satyajit, Dean Corbae, Makoto Nakajima, and José-Victor Rios-Rull,
“A quantitative theory of unsecured consumer credit with risk of default,” Econometrica,

2007, 75 (6), 1525-1589.

Christelis, Dimitris, Dimitris Georgarakos, Tullio Jappelli, Luigi Pistaferri, and
Maarten Van Rooij, “Asymmetric consumption effects of transitory income shocks,” The
Economic Journal, 2019, 129 (622), 2322-2341.

Coibion, Olivier, Yuriy Gorodnichenko, and Michael Weber, “How did US consumers

use their stimulus payments?,” Working Paper, National Bureau of Economic Research 2020.

Colarieti, Roberto, Pierfrancesco Mei, and Stefanie Stantcheva, “The How and Why
of Household Reactions to Income Shocks,” NBER Working Papers 32191, National Bureau

of Economic Research, Inc Mar 2024.

Commault, Jeanne, “Does Consumption Respond to Transitory Shocks? Reconciling Natural
Experiments and Semistructural Methods,” American Economic Journal: Macroeconomics,
April 2022, 14 (2), 96-122.

Crawley, Edmund and Andreas Kuchler, “Consumption heterogeneity: Micro drivers and

macro implications,” American Economic Journal: Macroeconomics, 2023, 15 (1), 314-41.

Crossley, Thomas F, Paul Fisher, Peter Levell, and Hamish Low, “MPCs in an eco-
nomic crisis: Spending, saving and private transfers,” Journal of Public Economics Plus, 2021,
2, 100005.

Dempsey, Kyle and Felicia Ionescu, “Lending Standards and Borrowing Premia in Unse-
cured Credit Markets,” Finance and Economics Discussion Series 2021-039, Board of Gover-
nors of the Federal Reserve System (U.S.) June 2021.

Drechsler, Itamar, Hyeyoon Jung, Weiyu Peng, Dominik Supera, and Guanyu Zhou,
“Credit card banking,” Technical Report, Staff Reports 2025.

34



Exler, Florian and Michele Tertilt, “Consumer Debt and Default: A Macro Perspective,”
2020.

Fagereng, Andreas, Martin B Holm, and Gisle J Natvik, “MPC heterogeneity and
household balance sheets,” American Economic Journal: Macroeconomics, 2021, 13 (4), 1-
54.

Friedman, Milton, “Theory of the consumption function,” in “Theory of the Consumption

Function,” Princeton university press, 1957.

Fuster, Andreas, Greg Kaplan, and Basit Zafar, “What Would You Do with $5007

7

Spending Responses to Gains, Losses, News, and Loans,” The Review of Economic Studies,

11 2021, 88 (4), 1760-1795.

Galenianos, Manolis and Alessandro Gavazza, “Regulatory interventions in consumer

financial markets: The case of credit cards,” Journal of the European Economic Association,
2022, 20 (5), 1897-1932.

Ganong, Peter, Damon Jones, Pascal J Noel, Fiona E Greig, Diana Farrell, and
Chris Wheat, “Wealth, race, and consumption smoothing of typical income shocks,” Work-

ing Paper, National Bureau of Economic Research 2020.

Gorbachev, Olga and Maria José Luengo-Prado, “The credit card debt puzzle: The role
of preferences, credit access risk, and financial literacy,” Review of Economics and Statistics,

2019, 101 (2), 294-309.

Graham, James and Robert A McDowall, “Mental Accounts and Consumption Sensitivity

Across the Distribution of Liquid Assets,” Technical Report, Working paper 2024.

Guttman-Kenney, Benedict and Andrés Shahidinejad, “Unraveling information sharing
in consumer credit markets,” Available at SSRN 4629496, 2024.

Hisnanick, John J and Andreas Kern, “The 2008 tax rebate and US household debt,”
Applied Economics Letters, 2018, 25 (9), 592-596.

Holm, Martin Blomhoff, Pascal Paul, and Andreas Tischbirek, “The transmission of
monetary policy under the microscope,” Journal of Political Economy, 2021, 129 (10), 2861—
2904.

Ilut, Cosmin and Rosen Valchev, “Economic agents as imperfect problem solvers,” The
Quarterly Journal of Economics, 2023, 138 (1), 313-362.

Kaplan, Greg and Giovanni L Violante, “A model of the consumption response to fiscal

35



stimulus payments,” Econometrica, 2014, 82 (4), 1199-1239.

and _ , “The marginal propensity to consume in heterogeneous agent models,” Annual
Review of Economics, 2022, 14 (1), T47-775.

_ , Benjamin Moll, and Giovanni L Violante, “Monetary policy according to HANK,”
American Economic Review, 2018, 108 (3), 697-743.

Kotsogiannis, Christos and Plutarchos Sakellaris, “MPCs Estimated from Tax Lottery,
Survey and Administrative Data,” 2025.

Kreiner, Claus Thustrup, David Dreyer Lassen, and Sgren Leth-Petersen, “Liquidity
constraint tightness and consumer responses to fiscal stimulus policy,” American Economic
Journal: Economic Policy, 2019, 11 (1), 351-379.

Krueger, Dirk, Kurt Mitman, and Fabrizio Perri, “Macroeconomics and household het-

erogeneity,” in “Handbook of macroeconomics,” Vol. 2, Elsevier, 2016, pp. 843-921.

Kueng, Lorenz, “Excess sensitivity of high-income consumers,” The Quarterly Journal of
Economics, 2018, 133 (4), 1693-1751.

Lewis, Daniel J, Davide Melcangi, and Laura Pilossoph, “Latent heterogeneity in the
marginal propensity to consume,” FRB of New York Staff Report, 2021, (902).

Manski, Charles F, “Measuring expectations,” Econometrica, 2004, 72 (5), 1329-1376.

Miranda-Pinto, Jorge, Daniel Murphy, Kieran Walsh, and Eric Young, “A Model of
Expenditure Shocks,” Working Papers 20-04, Federal Reserve Bank of Cleveland February
2020.

Parker, Jonathan A. and Nicholas S. Souleles, “Reported Effects vs. Revealed-Preference
Estimates: Evidence from the propensity to spend tax rebates,” Working Paper 23920, Na-

tional Bureau of Economic Research October 2017.

Parker, Jonathan A and Nicholas S Souleles, “Reported effects versus revealed-preference
estimates: Evidence from the propensity to spend tax rebates,” American Economic Review:
Insights, 2019, 1 (3), 273-290.

_ , Jake Schild, Laura Erhard, and David Johnson, “Household Spending Responses to
the Economic Impact Payments of 2020: Evidence from the Consumer Expenditure Survey,”

Working Paper 29648, National Bureau of Economic Research January 2022.

Sahm, Claudia R., Matthew D. Shapiro, and Joel Slemrod, “Household Response to

36



the 2008 Tax Rebate: Survey Evidence and Aggregate Implications,” in “Tax Policy and
the Economy, Volume 24” NBER Chapters, National Bureau of Economic Research, 2010,
pp- 69-110.

Shapiro, Matthew D. and Joel Slemrod, “Consumer Response to Tax Rebates,” The
American Economic Review, 2003, 93 (1), 381-396.

Shapiro, Matthew D and Joel Slemrod, “Did the 2008 tax rebates stimulate spending?,”
American Economic Review, 2009, 99 (2), 374-79.

Stantcheva, Stefanie, “How to run surveys: A guide to creating your own identifying variation

and revealing the invisible,” Annual Review of Economics, 2022, 15.

Zeldes, Stephen P, “Consumption and liquidity constraints: an empirical investigation,”
Journal of Political economy, 1989, 97 (2), 305-346.

37



Supplemental Appendix to
“Stimulus through Insurance: the Marginal Propensity to

7
Repay Debt
Gizem Kosa Davide MelcangilT Laura Pilossop
FRB New York and SlIfo FRB New York Duke University and NBER

David Wiczerf
FRB Atlanta and IZA

October 2025

*gizem.kosar@gmail.com
tdavidemelcangi@gmail.com
pilossoph@gmail.com
Swiczerd@gmail.com



A  Proofs

Proof of Proposition 1.
First, we rewrite the Euler equation in the form of an elasticity of the interest rate:

9q(a2)

0 0
U(Cl) (1 + das a2) _ 6 U(CQ)
Jdcy q(az) q(az) Ocy
Ju(cy) B Ou(cs)
1 =
801 ( —|—€q(a2)) Q(ag) 802
We consider CRRA utility u (¢) = 01:;1 and replace consumption with the budget con-
straints. Income is deterministic and y, is independent of y;. If ¢ = 1 + , then
-1 1 -1
@ (L) T+ b=y = (B4 ) g

That is, ay is linear in initial cash on hand and, therefore, M PA = g—;’f is constant. From the
budget constraint it follows that the MPC is also constant.

For ¢ non-constant, we focus our attention on ay < 0. First, we rewrite the Euler equation
such that:

e (Mot gy 1 2,

Differentiating by y;, assuming that g, is independent of ylﬂ
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where I' = [28‘1(“2) + 8g(gz)a2

Collect further using the Euler equation to get finally:

1—% 2_%
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—_———— >0 —_——
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1Or, equally, differentiate by a transitory income shock in period 1.

1



which shows that @ >0 as long as I' > 0.

_
Consider now a generic functional form ¢ = —¢1(—a )¢2. Then, £ = g+ %. We then
impose log-utility (o = 1), to get:
day { §
o= =TI (y2 +az) +2 ( (A.1)
891 B p
With our functional form, £ is always increasing in y;, as long as ng > 0. Recall that
this happens when I' > 0, which is now I' = ¢y (—az)™ " (1 + ¢) = ;qQ (14 ¢2) > 0 since
¢2 > —1 and ¢ increases with net assets. Moreover, I' is (weakly) increasing in y; as long as

aa—q is. Recalling that we are considering as < 0, and differentiating I" by as, this happens when

G291 (1 —¢2) > 0. For ¢; > 0, this requires 0 < ¢» < 1, meaning that ¢ is increasing and
weakly convex in net assets. Finally, y» + a2 is also increasing in y;. Hence, all terms in the
RHS brackets are increasing in y;, implying that g% is decreasing in ;.
What about the MPC? Recall from the budget constraint that MPC = 1 — q(ag)g—‘;i —
et Sizan.
]

From this, with our parameter choices, the MPC increases with ;.

B Data appendix

B.1 Summary statistics

Table B.1: Sample Characteristics for the SCE June 2020 Special Module

June 2020 SCE  US population p-value

Male 0.49 0.50 0.33
White 0.88 0.78 0.00
Age 52.18 52.29 0.79
(15.83) (17.05)
College 0.54 0.39 0.00
Married 0.62 0.51 0.00
Have child under age 6 0.13 0.11 0.02
Have child under age 18 0.30 0.27 0.01
Working FT 0.46 0.46 0.79
Working PT 0.11 0.12 0.57
HH income < $50k 0.44 0.40 0.00
HH income < $100k 0.81 0.59 0.00
HH income > $100k 0.19 0.28 0.00
Liquid financial assets > $20k 0.50 0.39 0.00
Gross unsec. debt > $20k 0.33 0.32 0.28
Net liquid wealth > $200k 0.10 0.12 0.13
N 1423

Notes. The first column shows statistics from the June 2020 special SCE module using the respondents who
rotated out of the SCE panel, the second column shows the statistics from the June 2020 CPS or the 2019 SCF
for the last three rows, and the third column shows the p-value of the differences between the two columns. For
age we report the sample mean (standard deviation). June 2020 CPS has 39,075 observations and the 2019 SCF
has 28,885 observations.



Table B.2: Sample Characteristics for the SCE Household Spending Module

SCE CPS p-value

Male 0.52 0.51 0.00
White 0.85 0.78 0.00
Age 51.08 51.39 0.02
(15.24)  (17.10)

College 0.56 0.35 0.00
Married 0.64 0.50 0.00
Have child under age 6 0.13 0.13 0.99
Have child under age 18  0.29 0.28 0.11
Working FT 0.56 0.49 0.00
Working PT 0.13 0.13 0.02
HH income < $50k 0.36 0.48 0.00
HH income < $100k 0.71 0.66 0.00
HH income > $100k 0.28 0.22 0.00
N 13212 3,622,389

Notes. The first column shows statistics from the SCE Household Spending module for the dates between August
2015 and April 2019. This module is fielded every 4 months. The second column shows the statistics from the
CPS, for the same dates as the SCE Household Spending module. The third column shows the p-value of the
differences between the first two columns.

Figure B.1: Distribution of Reported Receipt Amount
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Notes. This figure shows the distribution of reported stimulus check amounts received among those who reported
receiving the checks. The distribution is conditional on reporting a receipt amount below $4200. The black
dashed line corresponds to the mean while the red dash-dotted line corresponds to the median.

B.2 Additional results

Figures and Tables show additional results using the baseline sample and SCE
questions discussed in Section 2.1.



Figure B.2: Reported Stimulus Amount Received by Households with no Children
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Notes. Panel (a) shows the histogram of the median reported stimulus amount among the three different
income groups for non-married households with no children. Panel (b) shows the histogram the median reported
stimulus amount among the three different income groups for married households with no children.

Figure B.3: Histograms of MPRD and MPC for those with negative net liquid wealth
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(a) MPRD, negative net liquid wealth (b) MPC, negative net liquid wealth

Notes. Panel (a) shows the histogram of self-reported MPRDs (the share of government payment used to
pay down debts) for the sample with negative net liquid wealth. Panel (b) shows the histogram of self-reported
MPCs (the share of government payment used to spend or donate) when we limit the sample to respondents
with negative net liquid wealth. Figures repeat the analysis for the MPS and MPA. In each figure,
the black dashed line corresponds to the mean, while the red dash-dotted line corresponds to the median.

B.3 Main results in the Survey of Income and Program Participation

We use information from the 2020 and 2021 waves of the Survey of Income and Program Partic-
ipation (SIPP) as another robustness check for our findings from the SCE. These waves include
information on households’ asset positions in December 2019 and on how they used the 2020
EIPs. We use this information to construct similar measures of net liquid wealth-to-income and
gross unsecured debt-to-income ratios as we do for the SCE.

The primary difference between the SIPP and SCE is in the way the surveys ask about EIP



Figure B.4: Histograms of MPS and MPA
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Notes. Panel (a) shows the histogram of self-reported MPSs (the share of government payment used to save) for
the full sample of check recipients. Panel (b) shows the histogram of self-reported MPAs (the share of government
payment used to save or pay down debt). Panels (¢) and (d) show the same objects when we limit the sample
to respondents with negative net liquid wealth. In each figure, the black dashed line corresponds to the mean,
while the red dash-dotted line corresponds to the median.

usage. The SCE elicits the share of payments used to save, spend and to pay down debt, while
the SIPP does not elicit quantitative shares and rather asks about whether the payment was
mostly spent, saved or used to paid down debt. Specifically, the SIPP asks, “Did respondent
mostly spend, save, pay off debt, or give away the EIP(s) received?”

Even with this underlying difference, the results from the SIPP are consistent with our
findings from the SCE. We once again find that the average MPRD (38%) is as large as the
MPC (33%), the MPRD falls with the net liquid wealth-to-income ratio (and rises with gross
unsecured debt-to-income ratios) and that the MPC is (weakly) lower for those with lower net
wealth-to-income ratios. We attribute the difference in coefficients to the different in the way
the MPx are elicited between the two surveys.



Table B.3: MPRD, MPC, MPS, MPA & Net Liquid Wealth to Income Ratio

1 2 3 4 5 6 7 8
M%’]z(D MI(-’]){D N?P)C l\’gP)C l\gng l\/gng MPR%)J)rMPS I\/IPRE‘)FN[PS

Net liq w-to-inc -4.51* 417 287 3.18" 1.64 1.00 -2.87 -3.18**
cond. on net liq w-to-inc <0 (1.95)  (1.95) (L.14) (1.21) (1.81) (1.84) (1.14) (1.21)
Net liq w-to-inc -1.36"*  -1.16™*  0.80 0.52 0.56  0.64 -0.80 -0.52
cond. on net lig w-to-inc >0  (0.38)  (0.40) (0.52) (0.53) (0.53) (0.55) (0.52) (0.53)
Demographics X X X X
Region Dummies X X X X
Dep. Var. Mean 32.13 32.13 3043 3043 3744 3744 69.57 69.57
R? 0.11 0.16 0.02 0.05 0.04  0.08 0.02 0.05
Observations 1387 1387 1387 1387 1387 1387 1387 1387

Notes. Robust standard errors in parentheses. * p < 0.1, ** p < 0.05, *** p < 0.01. Demographic con-
trols include having a child under age 6, having a child under age 18, the marital status, gender, race,
and age group of the household head, whether the household head lost their job between March 2020 and
June 2020, and whether the household experienced a decline in income between March 2020 and June 2020.

Table B.4: MPRD, MPC, MPS, MPA & Other Household Balance Sheet Measures

M%&D l\/}%)(] l\/ﬁ?S MPRS%MPS

Panel A. Net Liquid Wealth

Log net liq wealth -3.07" 2.25* 0.82 -2.25*
cond. on net liq wealth<0 (1.59)  (1.32)  (1.43) (1.32)
Log net liq wealth -2.12% 0 -0.34 2.46" 0.34
cond. on net lig wealth>0 (0.80)  (0.91)  (0.93) (0.91)
Demographics X X X X
Region Dummies X X X X
Dep. Var. Mean 32.13 30.43 37.44 69.57
R? 0.17 0.05 0.09 0.05
Observations 1387 1387 1387 1387
Panel B: Gross Unsecured Debt

Log Gross Unsec. 2.60"*  -0.98"*  -1.62"** 0.98***
Debt (0.22) (0.23) (0.25) (0.23)
Demographics X X X X
Region Dummies X X X X
Dep. Var. Mean 32.09 30.38 37.52 69.62
R? 0.15 0.04 0.08 0.04
Observations 1403 1403 1403 1403
Gross Unsec. 10.1177 -5.02"  -5.08" 5.02%7*
Debt-to-Inc. (1.52) (0.95) (1.47) (0.95)
Demographics X X X X
Region Dummies X X X X
Dep. Var. Mean 32.09 30.38 37.52 69.62
R? 0.10 0.04 0.05 0.04
Observations 1403 1403 1403 1403

Notes. Robust standard errors in parentheses. * p < 0.1, ** p < 0.05, *** p < 0.01. Demographic controls in-
clude having a child under age 6, having a child under age 18, the marital status, gender, race, and age group of
the household head, whether the household head lost their job between March 2020 and June 2020, and whether
the household experienced a decline in income between March 2020 and June 2020. In panel A, log net liquid
wealth conditional on negative liquid wealth is —log (Ja|+1), to facilitate the interpretation of the coefficients.



Figure B.5: MPSs, MPAs and net liquid wealth-to-income ratio for those with negative liquid
wealth
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Notes. Panel (a) shows a bin scatter of the self-reported, residualized MPS by residualized net-liquid wealth to
income ratio from the June 2020 SCE special survey. Panel (b) shows a bin scatter of the self-reported, residual-
ized MPA by residualized net liquid wealth-to-income ratio from the same module. The controls include having
a child under age 6, having a child under age 18, marital status, gender, race and age group of the household
head, whether the household head lost their job between March 2020 and June 2020 and whether the household
experienced a decline in income between March 2020 and June 2020.

Notes. Robust standard errors in parentheses.

Table B.5: MPRD, MPC, MPA & Net Wealth and Debt in the SIPP

1 2 4)

M%I%D Mé’lng PC
Panel A. Net Liquid Wealth
Net liq w-to-inc -3.09™* 337 1.24* 0.89
cond. on net lig w-to-inc <0 (0.59)  (0.58)  (0.55)  (0.55)
Net liq w-to-inc 0.43 0.96 0.23 -0.19
cond. on net liq w-to-inc >0 (0.58)  (0.59)  (0.55)  (0.55)
Demographics X X
Region Dummies X X
Dep. Var. Mean 53.81 53.81 30.82 30.82
R? 0.02 0.04 0.00 0.01
Observations 27175 27175 27175 27175
Panel B: Gross Unsecured Debt
Unsecured 6.55%** 588"  -1.84** -1.36™*
Debt-to-income ratio (0.57)  (0.56)  (0.52)  (0.51)
Demographics X X
Region Dummies X X
Dep. Var. Mean 53.81 53.81 30.82 30.82
R? 0.00 0.02 0.00 0.01
Observations 27175 27175 27175 27175

*p<0.1, * p < 0.05, *** p < 0.01. Demographic controls in-

clude having a child under age 6, having a child under age 18, the marital status, gender, race, and age group of the
household head, and whether the household experienced a decline in income between March 2020 and June 2020.



Figure B.6: MPRDs and MPCs against net liquid wealth-to-income ratio and unsecured debt-
to-income ratio in the SIPP
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Notes. The figures show residualized binned scatter plots of the self-reported, MPRD and MPC by net lig-
uid wealth-to-income and unsecured debt-to-income ratios combining the 2020 and 2021 waves of the SIPP.

B.4 Responses to hypothetical scenarios

We consider two sets of responses to hypothetical scenarios, as discussed in Section 2.2. First, we
use the Household Spending module that has been collected every 4 months since August 2015 as
part of the NY Fed’s SCE. In this module, households were asked to think about a hypothetical
10% increase in their household income and to report which fraction of it they would use to
spend, save, or pay down debt. Figure [B.7] show the histograms for the hypothetical MPRD,
MPC, MPS, and MPA. We use the SCE’s annual Housing Survey that is fielded annually since
February 2014 to construct the net liquid wealth measureEl We define net liquid wealth as
the difference between liquid assets and gross unsecured debt. Differently from the baseline
measure in our paper, the wealth questions are elicited in bins and we assign each respondent

2Note that the wealth questions were continuously included in the survey only until 2020. We restrict the
sample to December 2019.



the mid-point of their selected bin. Since both numerator and denominator are elicited in bins,
using net liquid wealth-to-income ratios can come with (not necessarily classical) measurement
error. Thus, we run the same specification as in Appendix Table controlling for household
income. The results in Table confirm our main findings hold outside of COVID as well.

Figure B.7: Histograms of hypothetical MPRD, MPC, MPS, and MPA
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Notes. Panel (a) shows the histogram of self-reported MPRDs (the share of the additional household income
used to pay down debt) out of a hypothetical 10% additional household income. Panel (b) shows the histogram
of self-reported MPCs (the share of the additional household income used to spend or donate), panel (c) shows
the histogram of self-reported MPSs (the share of the additional household income saved), and panel (d) shows
the histogram of MPAs (the share of the additional household income used to pay down debts or saved) for the
same question. In each figure, the black dashed line corresponds to the mean, while the red dash-dotted line
corresponds to the median.

Using the SCE Credit Access module, we also construct a measure for gross unsecured debt.
Figures confirm our main results for this measure too.



Figure B.8: Hypothetical MPRDs, MPCs, MPSs, MPAs and gross unsecured debt-to-income
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The figures show binned scatter plots of the self-reported MPRDs, MPSs, MPCs and MPAs out of

a hypothetical 10% additional household income by gross unsecured debt-to-income ratio from the SCE panel

between August 2015 and March 2020.

Table B.6: Hypothetical MPRD, MPC, MPS, MPA & Net Liquid Wealth

1 2 3 4
M%’%D I\/gP)C PQS MPR]%—)FMPS

Log net liq wealth =272 0.71  2.01™ -0.71**
cond. on net lig wealth<0  (0.59)  (0.35) (0.53) (0.35)
Log net liq wealth -1.94*** 0.33"* 1.61"* -0.33***
cond. on net lig wealth>0  (0.15)  (0.10)  (0.15) (0.10)
Demographics X X X X
Region Dummies X X X X
Dep. Var. Mean 34.78 18.66  46.56 81.34
R? 0.16 0.02 0.11 0.02
Observations 5568 5568 5568 5568

Notes. Robust standard errors in parentheses. * p < 0.1, ** p < 0.05, *** p < 0.01. Demographic controls in-
clude having a child under age 6, having a child under age 18, the marital status, gender, race, and age group of

the household head.



As an additional analysis, we consider the approach used in [Fuster et al| (2021) to elicit
spending responses in hypothetical scenarios. To do this, we use data collected by
as part of the SCE in 2016 and 2017. We construct MPCs and MPRDs closely following
their approach, including winsorization of these measures at the 2.5th and 97.5th percentiles.
There are two key differences in the way Fuster et al. (2021) elicit MPRDs, MPCs and MPSs
from the previously discussed hypothetical questions: First, here the hypothetical unexpected
income gain is lump sum ($500 in the measure we consider) and its size is equal for all households,
rather than a fraction of their income. Second, these scenarios ask households to report whether
they would use this gain to spend (or save or pay down debt) more (the same, or less) than
they would if they had not received the income windfall. Then, the households are asked to
quantify the extent of their adjustment in spending, saving or debt repayment behavior. That
paper includes more details on their questions.

Based on the survey responses, we find that households report an average MPC of 7%, an
average MPRD of 26.7% and an average MPA of 48%. When we limit the sample to respondents
with negative net liquid wealth-to-income ratios, we find that the average MPC is again 7%,
while the average MPRD becomes 34.1%. Hence, these measures are in line with our baseline
results on the MPRD distribution. The histograms presented in Figure show that around
75% of the respondents report a zero MPC and around 62% report a zero MPRD.

Figure B.9: Histograms of hypothetical MPRD and MPC from |Fuster et a1.| (]2021[)
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Notes. Panel (a) shows the histogram of self-reported MPRDs in the following 3 months out of a hypothet-
ical, one time, $500 payment. Panel (b) shows the histogram of self-reported MPCs for the same question. This
measure of MPRD shows the change in the amount of debt payment compared to the case of no $500 payment.
Similarly, this measure of MPC shows the change in respondents’ consumption when they receive a one time $500
payment, compared to a case where they don’t receive any additional payments. Both measures are calculated
using the data by [Fuster et al|(2021). In each figure, the black dashed line corresponds to the mean, while the
red dash-dotted line corresponds to the median.

Figure[B.10| confirms that MPRDs decrease and MPCs increase with the net liquid wealth-to-
income ratio, although this relationship is statistically insigniﬁcantﬂwhen we limit the sample to
those with negative net liquid wealth-to-income ratios. Fuster et al.|(2021]) also note that MPCs
out of gains are rarely statistically related with explanatory characteristics. One explanation

3Here we consider responses to a hypothetical $500 gain, but results are similar for the $2500 gain, but with
an even smaller sample size.
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Figure B.10: Hypothetical MPRD, MPC (from |Fuster et al. (2021))), and net liquid wealth-to-
income ratio
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Notes. The figures show binned scatter plots of the self-reported MPRDs and MPCs using the data by [Fuster
et al.| (2021]), by net liquid wealth-to-income ratios.

for this observation could be that the vast majority of households report zero MPCs. Another
would be that the sample size is relatively low. The figure also might suggest a U-shaped pattern
of MPCs (except for one extreme outlier bin), which would also be consistent with our model
in which borrowing constraints might affect the very bottom of the distribution. We also find
that the MPA is negatively related with net liquid wealth-to-income ratios, confirming our main
findings.

The same module fielded by Fuster et al.| (2021]) also includes the following question: “In case
of an unexpected decline in income or increase in expenses, do you [or your spouse/partner| have
at least two months of covered expenses available in cash, bank accounts, or easily accessible
funds?”. We recode this variable such that a “No” is 1 and “Yes” is 0. In columns (1) and (4) of
Table we regress MPRD and MPC out of a one-time $500 windfall on this binary variable.
We find that MPRDs are statistically larger for households that do not have two months of
covered expenses. For consistency with the model, we restrict the sample to respondents with
weakly negative net liquid wealth in these regressions, but our results are unaffected if we instead
include all households in our analysis.

We also use responses to questions on time discounting from the SCE Housing module of
February 2016 as Fuster et al. (2021)) to construct discount factors. Respondents in this module
were asked to choose between $160 in a month from today or various smaller amounts of money
now. We closely follow the approach by [Fuster et al. (2021)) and label respondents as having a
“high discount factor” if they prefer any of the smaller amounts of money today to $160 in a
month, described in greater detail in their paper. Columns (2) and (5) in Table show that
respondents with larger discount factors — those who are more patient — have lower MPRDs and
MPCs, but these relationships are not statistically significant.

Finally, in columns (3) and (6) we show that MPRDs and MPCs are uncorrelated with
measures of risk aversion. The risk aversion measure we use is derived from a Likert-scale of
1 to 7, where 1 refers to “not willing to take risks regarding financial matters” and 7 refers to
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being “very willing to take risks regarding financial matters”. We construct a dummy variable
for having above-median risk aversion from these responses to include in our regression. Again,
we do not find a statistically significant relationship between risk aversion and either the MPRD
or the MPC.

Table B.7: MPRD, MPC and preference heterogeneity

MPAD MPRD MPRD MPC  MPO  aPC

Not having 2 months 14.48*** -1.51

of covered expenses available in cash ~ (2.95) (2.07)

Having a high -4.36 -0.34

discount factor (2.65) (1.98)

Above-median risk 1.62 0.40

aversion 1.91) (1.40

Constant 21.36**  28.05™* 25.88*** 981" 9.46™* 7.73*
(144)  (2.09)  (1.35) (L14) (1.55) (0.98)

Dep. Var. Mean 25.36 25.48 26.69 9.39 9.26 7.93

R? 0.03 0.00 0.00 0.00 0.00 0.00

Observations 905 884 1677 905 884 1679

Notes. Robust standard errors in parentheses. *p < 0.1, " p < 0.05, **p < 0.01. No demo-
graphic controls are included. The results are very similar when we control for having a child under
age 6, having a child under age 18, marital status, gender, race and age group of the household head.

B.5 Interpretation of survey questions

In April 2025, we fielded open-ended response questions after the hypothetical MPC questions
in the SCE, in order to shed light on households’ interpretation of reported allocations of hy-
pothetical income windfalls. Specifically, if the respondent reported a non-zero share of saving
or debt payment in the hypothetical questions, we asked them what kind of debt(s) they would
pay down or what form of saving or investment they would engage in with the extra income,
separately. The responses show that households think about paying their credit card debt, car
loans, personal loans, and in some cases, student loans and mortgages when they report they
would pay down their debt. On the contrary, with respect to saving, respondents cite putting
the extra income in high-yield savings accounts, bonds and CDs, and in some cases retirement
accounts such as IRAs and 401ks. All in all, households appear to understand that debt repay-
ment is a distinct action from saving, and also distinct from spending. |Crossley et al.| (2024))
also elicit open-ended responses to understand reported MPCs. They find that very few high-
MPC individuals misclassified debt repayments as spending. They confirm our findings that low
liquidity individuals often report debt repayments as a reason for their low MPCs. Moreover,
across the distribution of household balance sheets, we do not observe any differences in the
way MPRDs are interpreted. The homogeneity of interpretation suggests that our results are
not driven by heterogeneity in (reporting) bias, as we expand on below.

One common worry in survey responses is whether the respondents misreport their own
behavior to conform with social desirability bias Bursztyn et al.| (2025)). In our June 2020 survey,
since respondents were asked detailed questions about their household balance sheets before they
respond to questions about how they used their stimulus checks, the responses may suffer from
desirability bias, which in turn might impact the reported MPRDs. However, there should be
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limited (if any) social desirability bias in the SCE hypothetical questions because these modules
do not include any questions about the respondents’ household balance sheets at all. Therefore,
the fact that the data from hypothetical questions also display a similar relationship between
MPRDs and households’ net liquid wealth positions suggests that desirability bias is not driving
our results. In addition to this, we validate the MPRD responses using a question asked earlier in
the same June 2020 survey. Specifically, respondents were asked about their current credit card
debt levels and how these compared to their debt levels in February 2020. Those who reported
their credit card to have decreased between February and June 2020 were then asked about the
factors that played a role in this decline, with the following options (respondents were asked to
select all that apply): reduction in spending, increase in household income, use of government
stimulus payment, skipping mortgage payment(s) due to forbearance programs, skipping student
debt payment(s) due to forbearance programs. We find that there is a positive and economically
and statistically significant relation between the share of respondents reporting to have used the
stimulus payment to pay down their credit card debt and their reported MPRDs. Those who
report using stimulus checks to pay down their credit card debt have 16pp higher MPRDs.
Since the reported use of stimulus check for the reason of a decline in unpaid balances should
not suffer from a social desirability bias, this cross-validation shows the reported MPRDs are
consistent with respondents’ reported behavior.

B.6 Debt repayments and interest rates

B.6.1 Data

In this section we describe the Consumer Credit Panel (CCP) data and details of the empirical
analysis on debt repayments and interest rates, presented in Section 4.1.1.

We start by selecting a 0.01% random sample of Social Security Numbers from the tradeline-
level CCP maintained by the Federal Reserve Bank of New York. The data is at the (credit card)
account level with quarterly frequencyEl We observe an anonymized identifier for the account
owner. The dataset contains information for a maximum of 10 credit cards per individual at
each point in time.

We restrict the attention to the period 2017-2024, for which we have data at quarterly
frequency. Then we drop duplicated accounts that we cannot follow over timeﬂ Next, we drop
accounts that are never classified as CCAR in any of the time periodsﬂ We drop accounts that
are ever classified as “open” (the entire balance is due each month) or “installments” (i.e., fixed
number of payments). For the few observations in which the balance is less than the minimum
payment, we replace the balance with the payment. We drop any accounts for which the balance
is equal to 0 for every quarter in the time series.

To construct our interest rate measure, we follow Guttman-Kenney and Shahidinejad, (2024)
and use the fact that minimum monthly credit card payments — which we observe in the CCP
— are deterministically calculated as

my = max{u, 0B, + fi}, (B.2)

4The data is a "snapshot” of a credit card account taken on the last available date of a quarter (i.e, the last
available credit card statement in the quarter).

5Duplicates in the dataset can occur if an individual opens multiple accounts in the same month.

6The Comprehensive Capital Analysis and Review (CCAR) is a regulatory framework that requires banks
to report information to the Federal Reserve.
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where m; is the monthly minimum payment, u is the “floor” dollar amount determined by the
creditor, # is a percentage determined by the creditor, B; = b;— f; is the statement balance before
financing charges and f; the financing charges, which typically combine fees and interest rate
paymentsﬂ b; is the overall statement balance, which we observe in the CCP. We can rewrite
this relationship as follows, where we followed |Guttman-Kenney and Shahidinejad (2024)) and
assumed that in the case that balances are below the floor amount u, the balance rather than
the floor is owed:

max{p, 0b;+ (1 —0)f;} ifb>p

To make the method operative, we need to pick values for p and 6. |Guttman-Kenney and
Shahidinejad| (2024), using data up to December 2012, find that the most common combination
parameters is p = $25 and # = 0.01. Manually inspecting various credit card agreements
collected by Consumer Financial Protection Bureau (CFPB), we find that, for more recent
agreements, there are other very common values of u, such as 30, 35, 39, 40, 41.

We set 1 in the following way: For every quarter-TLID pair that has a minimum payment
(my) equal to any value between 25 and 41 dollars, we set p equal to the observed minimum
payment. Note that this is conservative because it is likely biasing financing charges to zero for
some of these small payments. If an observation does not have a minimum payment equal to
such a value, we assign p to be the most recent, previous, non-missing p value in the specified
range. We set 6 = 0.01.

We then proceed to estimate account-quarter level financing charges f. If b < pu, f = 0.
If both b and m are above u, the equation implies that f = "}:gb if m > 60b; we set f =0
otherwise. If m is exactly equal to p, we make a conservative choice and assume that f = 0.
Finally, if m < u, we conjecture that p is not the correct floor value, and thus replace p with
m, which therefore implies that f = 0.

In our empirical analysis, we further exclude observations for which the balance is equal
to the minimum payment when the balance is greater than u. These are likely to be “charge
cards”, for which the entire balance is due at every period and thus the formula we use above
does not apply. We also drop all instances of delinquency, the observations in which the balance
is equal to 0, and individuals with credit score below 500. This leaves us with about 835,000
account-time observations.

We define our proxy for the effective interest rate, for each account and each quarter, as
r = é, which is the analog of what we measure in the model. We annualize r by multiplying
it by 12 and express it in percent. To deal with measurement error, we winsorize r at 50%
AR. Finally, we aggregate r at the individual level, for each quarter, in two ways: the average
r (across accounts, at a point in time, for each individual) and the marginal r (the maximum
interest rate across accounts, at a point in time, for each individual). Balances are the sum
across accounts for each individual at each time period.

"Note that without observing actual payments, it is not possible to disentangle card fees from interest rate
payments in financing charges. However, card fees are generally fixed amounts, they are mostly paid in the
form of initiation fees or once a year as card fees, and they are relatively low compared to the interest payments
especially at higher balances. In addition, card fees do not tend to vary with the balance of the card. For these
reasons, the relationship we uncover between the effective interest rates and the balances at the cross section
and the individual level should not be affected by fees.
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B.6.2 Empirical evidence

With the dataset described above, we uncover three sets of findings that provide direct support
for our mechanism.

First, we find that interest rates are increasing and concave in credit card balances, as shown
in Figure 6 of Section 4.1.1. This is exactly consistent with the convex price schedule ¢(-) that
comes out of our model calibration.

Second, we find that decreases in balances (i.e., debt repayments) are associated with declines
in interest rates, as we show in Table[B.8 This provides direct empirical support of our model
mechanism that personal interest rates decline, at a quarterly frequency, when debt is repaid.
To quantitatively map these results to our model, we have standardized debt balances both
in the model and in the data, such that they have the same unitEl In the model, we run the
exact same regression as in the data and we find a coefficient of 2.19, which lies well within our
empirical estimates of Table

Table B.8: Sensitivity of interest rates to debt repayments

A Interest rate

(1) (2) (3) (4) (5) (6)
Average Marginal Average Marginal Average Marginal

A Balance (standardized)  1.50***  2.65*** 148 2.62" 1.16** 223"
(0.14)  (0.24)  (0.14)  (0.24)  (0.23)  (0.41)

R-squared 0.006 0.009 0.006 0.010 0.005 0.010
Observations 381,902 381,902 381,902 381,902 131,633 131,633
Time FE v v v v
Pre-Covid Only v v

Notes. Source: NY Fed CCP / Equifax. Data is at the individual level, between 2017-q4 and 2024-q4. Interest
rates and debt balances defined as in the text and in Figure [} Debt is standardized as described in the text.
Columns (5) and (6) restrict the sample to end in the last quarter of 2019.

Third, the relationship is concave, even within individuals. We regress changes in the in-
terest rate an individual faces on changes in balances at different balance quantiles, and plot
the regression coefficient estimates in Figure 7 of Section 4.1.1. We find that this sensitivity
declines with the balance, once again consistent with the convex ¢(-) function in our model.
Quantitatively, the coefficients are also broadly in line with the equivalent regression coefficients
in the model.

One channel through which effective interest rates are sensitive to debt repayments is the
extensive margin. As the balance increases, the number of credit accounts associated with
positive financing charges rises, as we show in Table[B.9 below. By operating along this extensive
margin, debt repayments allow individuals to move along an effectively concave schedule of
interest rates.

8That is, we divide the balance by the overall standard deviation of all debt balances.
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Table B.9: Extensive margin adjustment

Number of Cards with Positive
Financing Charges

(1) (2) (3)
Total Balance  0.07*  0.07**  0.05"
(0.00)  (0.00) (0.01)

R-squared 0.728 0.729 0.805
Observations 423,871 423,871 154,065
Individual FE v v v
Time FE v v
Pre-Covid Only v

Notes. Source: NY Fed CCP / Equifax. Data is at the individual level, between 2017-q4 and 2024-q4. Interest
rates and debt balances defined as in the text and in Figure 1. Debt is in thousand of dollars. The dependent
variable in the regression estimates in the table is the number of credit cards with associated positive financing
charges that an individual holds in a given quarter.

C Swupplemental quantitative results

C.1 Constant q recalibration

Figure[C.I]repeats the analysis of Section 4.2.1 in a model with constant ¢ and where households
face an exogenous borrowing limit equivalent to the one generated in our baseline model. We
recalibrate § to match the empirical share of households with negative net liquid wealth.

C.2 Optimal Policy

When the planner can only target rebates based on income, she solves:

max ZZZfaZE (a+7 (e 2),€ 2)

{7(e,2)}
subject tOZZZf (a,z,e)T(e,2) < H

where H is the total aggregate size of the fiscal package, f is the steady state distribution
of households across assets, permanent, and transitory income in the model being considered,
and Q (a + 7 (¢, 2) , €, 2) is equal to either welfare V' (a + 7 (¢, 2) , €, z) for the welfare-maximizing
objective, or upon impact consumption cq(a + 7 (€, 2) , €, 2) for the consumption-maximizing
objective.

The following exercise compares rebates to debt-service targeting, and assumes that house-
holds either receive the rebate or not. For the rebate, the planner solves:

aenzlf?e({m}ZZZfaze (a+1(a,e z2)T, € 2)
subject toZZZf (a,z,e)I(a,e,2) T < H
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Figure C.1: Stimulus vs insurance across households - constant ¢
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Notes. Model with constant ¢ and exogenous borrowing limit set to the minimum admissible level of net assets
in the baseline model. To match the share of households with negative net liquid wealth, 8 = 0.9875. We bin
the stationary distribution of households’ assets—to—income ratios, conditional on a < 0, by 10 deciles of equal
mass. For each decile, we plot the average welfare gain due to the transfer, in blue, and the dollar-for-dollar
spending effect of the transfer upon impact, in red.

where 7 = $1200. This differs from the problem above since the planner chooses indicators for
receipt for each a, ¢,z and a given 7 rather than choosing continuous rebate amounts for e, z.
For the debt-service targeting, the planner solves:

I R
aerglaié{OI}ZZZf a,z,€)Q(a+1(a,e2)7(a,€ 2), €, 2)
subJecttoZZZf (a,z,e)I(a,e,2)7 (a,e,2) < H

where here 7 (a,€,2) = —d’ (a,€,2) (1 — q(d'(a,¢€ 2))) I(a (a,€,z) < 0), that is, the debt-service
payment for household (a, ¢, z).

The aggregate welfare gains of Table 3 are constructed as follows. The post-transfer value
of a household is V(a + 7,¢,2) = S/ Blu ((1 4 Ma,e z)) ¢t). Using log-utility, maximizing
aggregate welfare is equivalent to maximizing ® = | [ f 51log(1+ A(a,€,2))f(a, €, 2)dedzda,
where f(-) is the stationary distribution of households. The upper panel of the table re-
ports the transfer-induced percent gain in aggregate welfare, which is equivalent to 100 x
TTT. V(aﬁj Tededaf () The lower panel reports the percent gain in aggregate consumption.

The 2020-EIP exercise presented in Column IIT of Table 3 is structured as follows. We
treat each model agent as a single-earner household without kids, so if their adjusted gross
income was less than or equal to $75,000 in 2019, they received a payment of $1,200, which
we approximate with 10% of average quarterly income. In accordance with data from the RS,
Statistics of Income Division| (November 2021) on the distribution of single filers’ income in
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2019, we allocate the $1200 check to the first 88 percentiles of the income distribution, phasing
out the check thereafter; agents in the top 6.5% of the income distribution receive no payment
since their income exceeds $100,000 per year and they are thus ineligible. Analogously, in Figure
11, the size of the package is equivalent to 88% of the population receiving a check of 10% of
their quarterly income.

Figure below shows the dynamics of fiscal multipliers in the baseline model and in a
model with a constant ¢(-), under income-targeted transfers and debt service targeting, both
discussed in Section 4.2.3. We show this via aggregate intertemporal MPCs: hence, the vertical
axis shows, for each time period, the aggregate consumption effects per rebate dollar transferred
to households[’

Our baseline model delivers bigger upon-impact increases in aggregate consumption. How-
ever, these effects are also more persistent, as evident by the cumulative impulse responses on
the right-hand side. As such, our analysis suggests that debt-sensitive prices not only matter for
the short-run persistence of intertemporal MPCs, but also for the amplification of fiscal policy
several years out. This is particularly true for the debt-service allocation. Seven years after
the rebate, 20% more than the overall size of the fiscal package has been spent by households,
consistent with the large welfare effects showed in Table 3.

Figure C.2: Aggregate spending effects of a transfer: optimal policy
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Notes. In the constant ¢ model, 8 = 0.9875 to match the empirical share of households with negative net liquid
wealth.

C.3 Interest rate wedges in the quantitative model

As described in Section 4.1.1, the incomplete markets literature sometimes features a wedge
raising the interest rate at which households borrow relative to their rate when saving. This
interest rate wedge, ¢y, is a simple form of ¢(-) menu in which ¢/(-) = 0 nearly everywhere except

9The dynamics would be the same if we plotted the percent effect normalized by the size of the transfer, as
we did in Table 3; only the scale differs.
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in the neighborood of a’ = 0:

This makes the consumption function convex at least locally near zero assets. In Section 4.1.1
we described how wedges of various sizes performed in our quantitative model: here we provide
additional detail.

We explored wedges of 6% and 23% (annualized), the former being the calibrated value in
Kaplan et al.| (2018) and the latter being the value of ¢y that best fits our pattern of MPCs
against assets-to-income ratios. In this second case, we also recalibrate § to 0.966, which delivers
the best fit among this class of models. Figure shows the MPC for both of these economies
next to our baseline case with the flexible ¢(-) schedule. While the 6% wedge does create some
region of increasing MPCs very close to the ¢'(-) discontinuity at 0, the MPC is mostly downward
sloping through the negative asset space.

Figure C.3: MPC with calibrated wedges and the baseline ¢(+)
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Notes. For each model, we bin the stationary distribution of households’ assets—to—income ratios, conditional on
a < 0, by 5 quintiles of equal mass. For each quintile, we plot the average MPC. We plot in blue the baseline
calibrated model, in dashed red a model with a 6 percentage-point interest rate wedge and 3 fixed at 0.97, and
in dash—dotted yellow a 23 percentage-point wedge and /3 recalibrated to 0.966.

By increasing the wedge ¢y to 23% we can increase the upward sloping region. On the one
hand, a higher wedge increases the MPC of households near zero debt. Moreover, it expands the
asset portion over which the wedge, in expectation, affects the consumption function. On the
other hand, a higher wedge lowers the MPC in the lowest net-assets-to-income quintile. This
is because the natural borrowing limit — and expectation of coming near it — affects very few
households. At the same time, these low asset holders are relatively less affected by the interest
rate wedge, because they are far away from it in the asset space. Hence, these households are
in a gap between two locations where their Euler Equation would be distorted and act nearly
like permanent income households. As we noted in the text, this outcome is quantitatively
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dependent on the income process, since the latter determines in what portion of the negative
asset domain the wedge meaningfully distorts the Euler Equation.

D Endogenous default model

In this section, we discuss in detail how our main results hold in a model of endogenous default,
where interest rates (or, equivalently, ¢) are determined endogenously in equilibrium. We pro-
ceed in three steps. First, we use a general model of endogenous default to fix ideas and show
that with the correct choices of functional forms, the endogenous default model essentially nests
our main baseline model. Second, we specialize the model — following the literature — and show
how and why MPCs are still increasing with net liquid wealth, in a two-period framework like
the one of Section 3.1. Third, we extend the model to a quantitative setting in infinite horizon,
and show that not only are MPCs still increasing with net liquid wealth, but also that our main
macro results from Section 4.2 hold with endogenous default.

D.1 From preferences to interest rates in a default model

To start, we present what is mostly a canonical model of household default. It has a few
differences which we highlight that make analytical results simpler. For example, rather than
a discrete choice of full bankruptcy, we allow for partial default, so the choice variable is a
continuous one, d, as in [Herkenhofl (2019) or Arellano et al| (2023). Moreover, instead of a
dynamic cost of default or delinquency, the cost is felt immediately as a utility term ¥(d, a,y).
The disutility from default happens in the period the household does not pay, but the debt does
not roll over, and there is no exclusionary period from markets.
The household problem can then be written as

V(a,y) = maxu(c) —¢(a, d,y) + SEV(d',y) (D4)
st. c+dqld,y)=y+a(l—d) (D.5)

As in many of these models, we will assume that lenders are risk-neutral and that there is free
entry. Hence, the interest rate charged on borrowing o’ is actuarially fair:

!/

qa’,y) = B[l —d(d,y)] (D.6)

147

where ¢ depends only on o' if y is iid.

When there is an interior solution to d and a’, the solution is defined by a modified Euler
equation and a static first-order condition on d. This means that households equate the marginal
utility of consumption with the negative marginal utility of default

0
—u'()a = a—z(a, d,y) .

The Euler equation is as follows:

) (ata's) + 250t ) = ey - ) - L) (.7

21



This is very similar to our initial generalized Euler equation except that there are two addi-
tional terms that lower the right side: 1 — d’ interacts with the next-period marginal utility of
consumption, and % shifts its level.

From here, we can establish that ¢ can imply nearly any interest rate schedule. This is

particularly easy to see if we specialize its form to be ¥ (a,d,y) = (1 — d))(a) and that ¢ is only
a function of @’. In this case, our first-order conditions become

W' (c) (q(a') + %d) = BE {(1 —d) (u/(c/) - aigﬁ")> ] (D.8)

In the simplest version, for which we can almost get a closed-form solution, we will assume
that y is i.i.d and that, in expectation, consumption and default choices are uncorrelated, which
could happen if d is not chosen strategically, for example. To be clear, this simplification is just
to illustrate the isomorphism with our exogenous ¢ model more clearly, but the logic applies
without this assumption. Rearranging and using our equilibrium condition ¢(a’) = ﬁE [1—d],
invoke orthogonality E[u/(¢')(1 — d')] = E[u/ ()] E[(1 — d')] to arrive at:

9al) o 4 q(a’) 81@(@’)
u(c) 22 = ER/ ()] —
DBy P o

To interpret this expression, the expected growth in marginal utility on the left-hand side is

the elasticity of the ¢(-) function, but as modified by this 8125;,“) term. For instance, if we want
marginal utility to grow more quickly (i.e. consumption to grow less quickly) then we need the
delinquency cost to increase more quickly (¢ larger).

9¢(a’)

Solving for 50> we have
0) o ald) F )

As a check, if the elasticity of ¢ is 0 and 5(1 +r) = 1 then we get %Ej/) =0 iff u/(c) = E[u/()].

Looking at Equation the entire right-hand side is a function of the current state duplet
(a,y), which determines a’, so with enough flexibility on ¢(a’) we can match any form for
q(a’). In the more generic case, in which d’, ¢ and y,y" are not orthogonal, we would need full
flexibility of ¥(d’,d’,y") in Equation Then, we can solve implicitly for ¢(d’,a’,y’) so that
for any given function ¢(a’) left and right sides equate. In the next sections, we do not allow for
such flexibility and instead assume that ¢ (-) is only a function d such as in [Herkenhoff| (2019)).
Nonetheless, with enough freedom on the shape of this function, we are able to match the same
moments we target in the baseline model in a model with endogenous default.

D.2 A two-period version

As for the baseline model in the main text, most of the insights can be seen in a two-period
model in which debt may be defaulted in the second period.

Relative to the complete model, we will assume that (i) defaulted debt disappears after the
second period, (ii) utility is constant relative risk aversion (iii) income is deterministic (iv) and
initial assets a; = 0. We also specialize the functional form of ¢ (a,d,y) to depend only on d,
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following much of the literature such as Herkenhoff| (2019)). To allow flexibility in both first and
second derivatives, we use ¥ (d) = k1d"?. The budget constraints are:

c1+q(az)az =y (D.10)
Co = Yo + (1 — dg)ag (D].l)
(D.12)

and our first order condition on asset accumulation is

2 (st + ) =5 52— an) 1

Without risk, the equilibrium condition simplifies to
(1+7)glaz) = (1 - da) (D.14)

Figure shows the key features of the two-period environment with endogenous default ||
Just as in Section 3.1, the solution to this problem has a convex consumption function. And
similarly to our baseline model, this convex consumption function arises because of the new
term on the left-hand-side of the generalized Euler Equation. From the convex consumption
function, the concave asset accumulation function is a natural corollary. Differentiating the
consumption function then gives us our increasing MPC pattern.

Note however, that the MPC is no longer strictly higher than the constant ¢ canonical case.
The MPC increases but now it crosses that line. This can be seen by plugging in the equilibrium
condition that (1 — ds) = (1 + r)g(as) into the first order condition. In the paper’s baseline,
without default, we had u/(¢;) = B% and so the level of g(as) < ﬁ shifted that whole
side and changed the level of the MPC in addition to its slope. Now, both right and left-hand
sides have a ¢(a) in levels so they cancel but the elasticity does not. Hence, we have

u'(er) (1+ g4(a2)) = B(1+ r)u(c2)

a

p but not its level.

so the elasticity of the interest rate to ap remains, g,(a) = j—g

D.3 Quantitative version with macroeconomic outcomes

In this section, we extend the framework presented thus far to feature infinitely lived households
and stochastic income, calibrate it to the same empirical targets as our baseline model, and use
it to show the same macroeconomic outcomes as in our baseline model with exogenous interest
rates. In this sense, this section shows that our exogenous, non-constant, ¢(-) function was a
reasonable approximation of the richer model that generates it endogenously because they both
have the same quantitative properties. The main difference is that the medium-run aggregate
consumption effects of fiscal stimulus are slightly dampened with endogenous default.

As in our baseline model, earnings are generated by a persistent and transitory component,
z, €, so the model becomes

0For both a linear and convex ¢(-) function, we solve for the equilibrium default rate. Given the default rate
implied by the interest rate schedule we can then backwards engineer a %&d) % for every value of as that would

be consistent. We then pick (k1,2) to minimize the sum of squared errors across the ay domain.
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Figure D.4: The consumption and savings functions in an endogenous default version of our
two-period model.
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As discussed in the previous section, the cost of default depends on d as in the literature,
and we use a general functional form, ¢(d) = k1d"?, so that we can control both the level and
curvature.

The first success of our endogenous default model is that it can fit our main facts just as well
as our baseline, reinforcing that our ¢ function was a suitable reduced-form version of the more
detailed default model. Again, the model is hitting the SCE facts for the share of households
with negative net liquid assets and the MPC at the bottom and top of the debt distribution.
Relative to our baseline calibration, [ is slightly smaller, 0.95 instead of 0.97, essentially because
the utility cost of default is slightly more punitive than the interest rate cost, so a lower [ still
allows enough households to be in debt. Just as the interest rate function was quite sharply
declining, we find a very convex cost function, with xy around 6.
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Table D.1: Endogenous Default Calibration

Internally calibrated parameters

8 0.95

K1 21.58

K2 6.12

Pre-defined parameters

r 0.0074

y 1

p 0.9923

oy 0.0985

o 0.2285
Targeted moments Data Model
Share of Households with a < 0 0.386 0.387
MPC (bottom quintile of 2, a <0) 0.195 0.194
MPC (top quintile of % ,a<0) 0.266 0.271

The endogenous default model also has the highest welfare gain but lowest short-run con-
sumption gain at the bottom of the asset distribution, like our baseline, but in stark contrast
to the constant ¢ model. This divorce between the welfare and consumption motives is shown
in Figure and is very similar to that shown in Figure 8. Much like our baseline model, the
most indebted households have very high welfare gains from a transfer and, despite having very
high marginal utility of consumption, pay down debt rather than instantaneously consuming.
The welfare gain for this group in the endogenous default model is slightly higher than in the
baseline model, as lowering default directly improves utility through ¢, beyond the usual effect
through consumption. These level differences, however, should not be taken too literally, as it is
comparing utility levels across models. The spending effect is, again, much lower for the highest
debt quantile and rises nearly monotonically with asset-to-income.

The main way in which the default model departs from our baseline is in the intertemporal
MPC. Even with endogenous default, improvements in debt positions resulting in lower interest
rates imply that the cumulative aggregate spending (per rebate dollar) is large already a few
quarters after the receipt of the transfer. This consumption propagation, however, is dampened
relative to our baseline model. The intuition is that improving one’s asset position only helps
future consumption to the extent that these debts would have been paid. In other words, for
every unit saved today (less borrowing due to transfer), only (1 — d) units are available for
consumption tomorrow. This naturally implies a smaller cumulative consumption effect.

Figure shows the paths of cumulative consumption for the baseline and default models
next to each other. We normalize the instantaneous spending effect to be 1 in both, since
differences in that are only due to slight misses on the calibration to the distribution of MPCs
and small differences in the underlying distribution of assets. After seven years, the overall
spending effect is about 20% lower in the endogenous default model than the baseline.
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Figure D.5: Stimulus vs insurance across households in the endogenous default model
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Figure D.6: Aggregate spending effects of a transfer: endogenous default
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