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Abstract 
 

Even among large U.S. firms, most choose to remain private rather than listing on a stock market. I 
show that an important reason for this choice is public firms’ inability to disclose information 
selectively. This leads to a ‘two-audiences’ problem: Disclosure reduces information asymmetries 
among investors but also potentially benefits product-market competitors. Being public involves a 
trade-off between this disclosure cost and the benefit of a lower cost of capital due to the greater 
liquidity with which shares can be traded on a stock market. Using a rich new dataset on private U.S. 
firms, I show that firms in industries with high disclosure costs and high information asymmetry are 
more likely to remain private while firms in industries that require a large scale to operate efficiently 
are more likely to be public. I then establish a new stylized fact: Public firms hold more cash than 
private firms. This fact is robust to several ways of addressing the endogeneity of the going-public 
decision, including matching, exploiting within-firm variation, and instrumental variables. Consistent 
with my model, I find that public firms hoard cash in order to mitigate the disclosure costs associated 
with raising capital. 
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Over 70% of U.S. firms with more than 500 employees choose to remain private rather than listing on 

a stock market, according to the U.S. Census Bureau, and there is substantial variation in the fraction 

of private firms across industries.1 In this paper, I study why so many U.S. firms decide not to take 

advantage of the deep pool of low-cost capital available through the public equity markets. The 

emergence of a rich new dataset on private U.S. firms allows me to examine this question both 

theoretically and empirically. 

I analyze the trade-off between taking a firm public and keeping it private, focusing on two key 

differences between stock-market listed (or ‘public’) firms and unlisted (or ‘private’) firms. First, the 

ability of public firms’ shareholders to trade their shares on a stock market means that their savings 

are relatively liquid. This allows public firms to raise capital at a lower cost than private firms, all 

else equal (Amihud and Mendelson (1986)). Second, public firms are subject to disclosure 

requirements that do not apply to private firms. In particular, the Securities and Exchange 

Commission (SEC) Regulation “Fair Disclosure” prohibits public firms from disclosing material 

information selectively. Thus, information must be disclosed to all market participants or not at all. 

This implies that public firms face a ‘two-audiences’ problem when communicating with investors: 

More information reduces investors’ information asymmetry about the quality of the firm and so 

reduces the firm’s cost of capital (see Botosan (1997) or Easley and O’Hara (2004)), but disclosure is 

costly because the information may be exploited by product-market competitors.  

There is ample evidence that the disclosure costs faced by public firms are substantial and that 

firms see them as one of the main costs of being public. A case in point is Google’s 2004 IPO filing 

which contains the argument that “as a smaller private company, Google kept business information 

closely held, and we believe this helped us against competitors.”2 Surveying CFOs, Brau and Fawcett 

(2006) report that “disclosing information to competitors” and “SEC reporting requirements” are 

among the five most important reasons why private firms remain private in the U.S.  

                                                 
1 Data on the number of firms in the U.S. economy is available at http://www.census.gov/econ/susb/. The CRSP-
Compustat database is the source for the number of stock market-listed firms. 
2 See Google’s S1 filing, available at http://www.sec.gov/Archives/edgar/data/1288776/000119312504073639/ds1.htm.  
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I model the problem of an entrepreneur who needs to raise equity to develop a project. The 

entrepreneur can raise equity privately or take the firm public and raise equity through an IPO. The 

project later requires another capital infusion to cover a cost overrun whose size is not known until 

the project is in place. The firm can fund the overrun from its precautionary cash, in case it set some 

aside at the outset of the project, or by issuing additional equity in an asymmetric information 

environment. For unlisted firms, this information asymmetry is costless, because they can selectively 

convey their value to private investors. On the other hand, information asymmetry makes it costly for 

public firms to raise additional capital: Either they issue equity through a seasoned equity offering 

(SEO), which involves costly public disclosure, or through a private investment in public equity 

(PIPE), which implies selling shares at a low (pooling) price. After the cost overrun is funded, the 

project yields a deterministic return which is paid as a taxed dividend to shareholders, together with 

any unused precautionary cash. However, before the dividend is paid, shareholders may be hit by a 

liquidity shock that forces them to sell their shares. This is costly for private shareholders, who incur 

a convex trading cost as they cannot sell their shares on a stock market. 

My model provides two sets of empirical predictions. The first examines how the characteristics 

of a firm’s industry affect the trade-off between going public and staying private. Specifically, my 

model predicts that the probability of a firm being public increases in the minimum efficient scale 

required to operate in its industry and decreases in the industry’s disclosure costs and degree of 

information asymmetry. I test these predictions using standard data on public firms (e.g., Compustat) 

and a novel database on private U.S. firms created by Sageworks Inc.3 The (firm level) data are 

consistent with the predictions of my model. In addition, I find support for these same predictions at 

the industry level. Using data from the U.S. Census, I find a larger share of public firms in those 

industries where my model predicts that the entrepreneur’s return to being public is higher. 

My second prediction states that it is optimal for public firms (but not for private firms) to hoard 

                                                 
3 Sageworks obtains the data from a large number of accounting firms which input data for all their (private) corporate 
clients. Throughout, I exclude from my sample small private firms which have no realistic choice of being public. 
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cash. By hoarding cash, public firms avoid having to raise capital every time they need to make an 

additional investment. Raising additional capital is costly for public firms, because their inability to 

communicate selectively with investors implies that they are subject to a ‘two-audiences problem’ 

every time they raise capital. The Sageworks data allow me to compare the cash policies of public 

and private firms, and I indeed find that public firms hold more cash than private firms. This is a new 

stylized fact. The difference is large, exceeding ten percentage points, and it is not driven by the 

recent financial crisis as it is robust to ending my panel in 2006. Furthermore, I find that the cash 

difference between public and private firms increases in industry disclosure costs, the industry’s 

return on capital, and cash flow volatility. My model shows that these three interaction effects are 

consistent with my novel hypothesis that public firms hoard cash in order to minimize the disclosure 

costs associated with raising capital.4 

When comparing the cash policies of public and private firms, I face an important identification 

challenge: as highlighted by my model, firms choose whether to go public or remain private. In my 

baseline empirical analysis, I explicitly control for the industry characteristics that my model predicts 

affect both the going-public decision and a firm’s cash policy. However, my model abstracts away 

from firm idiosyncratic factors likely to affect an entrepreneur’s decision to go public, such as 

acquisition opportunities or the entrepreneur’s desire to maintain decision-making control (Brau and 

Fawcett (2006)). If these idiosyncratic factors are also correlated with firms’ cash policies, my 

analysis will be subject to endogeneity.  

I follow three different approaches to address this potential endogeneity problem. The first tests 

whether there are other observable firm and industry characteristics (besides those predicted by my 

model) that affect both a firm’s listing decision and its cash policy. Matching methods are an 

effective way to control for this selection on observables, and my results are robust to using both 

propensity score matching and to matching on industry and size. Of course, it is impossible to match 
                                                 
4 Several authors have analyzed the ‘two-audiences’ problem faced by public firms. Campbell (1979) and Bhattacharya 
and Ritter (1983) are seminal references, while more recent studies can be found in Bhattacharya and Chiesa (1995), 
Yosha (1995), Maksimovic and Pichler (2001), and Spiegel and Tookes (2009). However, mine is the first paper to 
highlight that disclosure costs are a first-order determinant of the cash policy of public firms. 
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on unobservables, so I also use a second test that exploits within-firm variation in listing status and 

thus allows me to difference away firm unobservables. Specifically, I analyze changes in cash 

holdings among firms that go public for the sole purpose of allowing existing shareholders to cash 

out.5 This sample restriction ensures that the IPO proceeds do not mechanically increase the firms’ 

cash holdings. Nonetheless, I find that firms hold more cash after going public than they did before.  

The within-firm test relies on a relatively small sample of 98 IPOs. In addition, the test may be 

biased if the IPO decision is triggered by a change in unobservables that also correlate with the firm’s 

cash policy (e.g., firms that go public to undertake acquisitions). To address these concerns, my third 

test uses the firm’s location and its industry’s minimum efficient scale to instrument a firm’s listing 

status, using the combined Compustat-Sageworks dataset. The use of location as an instrument is 

motivated by the findings of Loughran (2008) who provides direct evidence on the impact of location 

on a firm’s ability to issue equity; the use of minimum efficient scale is justified by the prediction of 

my model that scale is positively related to the probability of being public but otherwise unrelated to 

firms’ cash policies (after controlling for firm size and other standard controls in the cash literature).  

The instrumental variables (IV) test shows that endogeneity leads me to underestimate the 

difference in cash holdings between public and private firms. This is consistent with the notion that 

the owner-managers of the (large) private firms that are more likely to remain private are those with a 

strong desire for control, as suggested by the findings in Brau and Fawcett (2006). Intuitively, an 

owner-manager with a strong desire for control will prefer to hold larger cash holdings than a 

manager with an average desire for control, because cash avoids the need to have frequent 

negotiations with banks or private shareholders. This explains why, when I correct for this selection 

bias by instrumenting a firm’s listing status, I actually estimate the difference in cash holdings 

between public and private firms to be larger than in my OLS analysis. On the other hand, the IV 

results show that endogeneity has little, if any, effect on the estimates of the interaction between 

                                                 
5 This test is not possible in the Sageworks data because all firm data are held anonymously. Thus, I use Thomson 
Financial’s SDC database to identify the IPO sample used in this particular test.  
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being public and industry disclosure costs, returns on capital, and cash flow volatility.  

The notion that endogeneity is not driving the observed tendency of public firms to hoard cash is 

reinforced by my comparison of public and private firms’ cash flow sensitivity of cash. Almeida, 

Campello, and Weisbach (2004) argue that financially constrained firms have a higher cash flow 

sensitivity of cash. Exploiting within-firm variation, I find that private firms exhibit a lower cash flow 

sensitivity of cash than public firms of similar size. This suggests that private firms behave as if they 

are less financially constrained than comparable public firms, which is consistent with disclosure 

costs being an important financing constraint for public firms.  

My analysis focuses on the trade-off between the disclosure cost and the liquidity benefit of being 

public. Yet this is not to say that these are the only differences between public and private firms. 

Another salient difference is agency problems (Jensen and Meckling (1976)). These are common in 

public firms, given that a stock market listing requires at least some separation of ownership and 

control. Private firms, on the other hand, are subject to little, if any, separation of ownership and 

control (Asker, Farre-Mensa, and Ljungqvist (2010a)) and so have fewer agency problems. Agency 

considerations are, however, unlikely to explain why public firms hold more cash than private firms. 

Harford, Mansi, and Maxwell (2008) show that, among public firms, those with weaker corporate 

governance hold less cash than those with stronger governance. This suggests that the difference in 

cash holdings between public and private firms would actually be larger, on average, if public firms 

were free of agency problems. 

My paper makes two main contributions. First, it contributes to our understanding of the trade-off 

between public and private ownership (see Pagano, Panetta, and Zingales (1998)) by showing how 

this trade-off depends on the characteristics of the firm’s industry. Several recent papers have 

analyzed the relation between product-market competition and the decision to go public (see Chod 

and Lyandres (2010), Chemmanur and He (2009), Chemmanur, He, and Nandy (2010), and Hsu, 

Reed, and Rocholl (2010)). However, most prior literature has examined this question at the firm 

level, while the distribution of public and private firms across industries in the U.S. economy remains 
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largely unexplained. Chod and Lyandres (2010) and my paper are the first to empirically analyze how 

the share of public firms in an industry is related to the industry’s characteristics.6  

Second, mine is the first paper to analyze differences in cash policies among public and private 

firms, allowing me to establish a new stylized fact: Public firms hold substantially more cash than 

private firms. The relevance of this new result is underscored by the fact that extant theory and 

empirical evidence do not offer a clear prediction of the difference in cash holdings between public 

and private firms. In particular, the literature has shown that, among public firms, those with greater 

access to capital markets and higher credit ratings tend to hold less cash (see, e.g., Opler, Pinkowitz, 

Stulz, and Williamson (1999), Acharya, Davydenko, and Strebulaev (2008)). In light of this finding, 

one might have expected public firms to actually hold less cash than private firms. My results suggest 

that this conclusion would be misleading as public and private firms fundamentally differ in their 

disclosure requirements.  

1. Modeling the Public vs. Private Trade-off 

The purpose of my model is to analyze how the value of being public or private depends on the 

characteristics of the industry in which a firm operates – most notably, on disclosure costs. To do so, 

I study how a firm’s public or private status affects its precautionary cash and financing policies 

given that it may face a cost overrun of unknown size. The predictions of the model will then guide 

my empirical analysis of the trade-off between going public and staying public, the distribution of 

public firms across industries in the U.S. economy, and the cash policies of public and private firms.  

1.1. Model set-up 

The model has four periods. The timeline is as follows: In period 0, a privately held firm needs to 

raise k units of capital to invest in a project; k can be interpreted as the minimum efficient scale 

required to operate in the industry. In period 1, the firm requires an additional capital infusion of 

random size kρ  to cover a stochastic cost overrun. In period 2, the firm’s shareholders may be hit by 

                                                 
6 Chod and Lyandres’ (2010) analysis highlights that being public allows firms to better diversify idiosyncratic risk, and 
thus public-firm managers can adopt more aggressive product-market strategies than private firms.  
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a liquidity shock, forcing them to sell their shares of the firm. Finally, in period 3, the project 

produces a deterministic cash flow equal to zk , which is paid out as a dividend to shareholders, and 

the firm is liquidated.  

In period 0, the firm can raise capital in excess of k and carry it as precautionary cash, C.7 There is 

a tax penalty for carrying precautionary cash that ends up not being used, because cash is taxed at rate 

τ  when it is returned to shareholders as a dividend in period 3 (therefore, τ  induces an opportunity 

cost of holding cash). Without loss of generality, I assume that neither the firm nor the entrepreneur 

have any initial capital; I also assume no time discounting. I abstract from capital structure 

considerations and assume that the firm can only raise capital by issuing equity, 0E k C= + .8 Capital 

markets are competitive: equity investors, assumed to be risk-neutral, supply capital at a competitive 

price and so make zero profits in expectation. 

The entrepreneur can raise 0E  in two ways: she can either raise equity privately or she can take 

the firm public and raise capital through an IPO. I next describe the two fundamental differences 

between public and private firms that are at the heart of my model’s trade-off: public firms are 

subject to disclosure costs, while private firms face a higher cost of capital, ceteris paribus, due to the 

relative illiquidity of their shares.  

1.1.1. The disclosure cost of being public 

The first fundamental difference between public and private firms is that public firms cannot 

communicate selectively with investors. The reason is that public firms have to comply with SEC 

Regulation Fair Disclosure (Regulation FD) which bans selective disclosure of material non-public 

information. Private firms are not subject to Regulation FD and thus face no restrictions on their 

communications with investors.  

The inability of listed firms to communicate privately and selectively with investors affects their 

                                                 
7 In the model, ‘precautionary cash’ refers to cash that is not needed to settle a firm’s usual transactions (e.g., pay wages).  
8 In an extension of the model available upon request, I allow firms to issue a limited amount of non-risky debt. In this 
extension, debt capacity and precautionary cash are perfect substitutes. The implications of the model remain the same, 
with public firms holding more cash and debt capacity (i.e., less debt) than private firms.  
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ability to raise funding once the project has been initiated.9 To capture the differential disclosure cost, 

and the resulting value of holding precautionary cash, I assume that all firms, whether public or 

private, suffer a stochastic cost overrun of size kρ  in period 1. If the cost overrun is not funded, the 

project cannot be completed and the period 3 cash flow is 0. The firm does not learn the size of ρ  

until period 1, at which time it is observed by all market participants. The distribution of ρ  is 

continuous on ( )0,∞ , with density ( )f ρ  that is common knowledge and non-increasing. If the 

magnitude of ρ  is such that it is optimal for the firm to abandon the project, the firm can be 

liquidated in period 1.10 After period 1, the firm requires no additional capital investment. 

A firm can fund the cost overrun kρ  in two ways: it can use its precautionary cash C, if it has 

any, or it can issue new equity. Given that dividends are taxed, it is always optimal for the firm to 

exhaust its cash holdings before issuing new equity in period 1.  

If C is not sufficient to cover kρ , the firm needs to issue equity in period 1, 1E k Cρ= − , to keep 

the project alive. However, period 1 investors face an information asymmetry. Unless the firm 

discloses some proprietary information about its project,11 investors do not know whether it is optimal 

to continue with the project or to abandon it. To capture this information problem, I assume that 

investors cannot distinguish a viable firm from failed firms whose project is no longer viable. In order 

to streamline the presentation, the failed firms are not explicitly modeled here. In an appendix 

available on request, I solve an extended version of the model that includes failed firms. All results 

presented here are consistent with those obtained in the extended version. 

If the firm has remained private, it can privately communicate to investors all information needed 

to separate itself from failed firms, and thus such separation is costless for private firms. However, if 

a public firm wants investors to be able to accurately value the firm, it has to raise equity through a 

seasoned equity offering (SEO), which requires substantial public disclosure. I capture the cost of 

                                                 
9 I assume that firms cannot change their listing status after period 0. 
10 I assume that the liquidation process allows shareholders to recover any precautionary cash carried by the firm.  
11 Campbell (1979) emphasizes that such proprietary information can be of two types: technological and strategic. 
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publicly disclosing proprietary information, and in particular making it available to the firm’s 

competitors, by assuming that the revenue of the firm’s project decreases to ( )1 zkγ− in the event of 

an SEO. This assumption can be motivated by the fact that the project’s revenue depends not only on 

the firm developing a new product or strategy, but also on its competitors not developing a similar, 

competing product or strategy.12 Thus, γ  captures disclosure costs, i.e., the extent to which the 

disclosure of proprietary information about the project affects its profitability. 

Alternatively, a public firm can sidestep an SEO and raise equity 1E  without disclosing 

proprietary information. In practice, this can be done through a so called PIPE (private investment in 

public equity).13 In this case, investors cannot distinguish the firm from failed public firms. Hence, 

the firm faces a pooling equilibrium price that reflects investors’ uncertainty regarding the project’s 

viability. This price depends on the relative proportion of observably identical firms with and without 

viable projects in the industry. In particular, I assume that there is a fraction µ  of failed public firms 

ready to take advantage of a pooling equilibrium if firms with viable projects raising 1E  choose to 

raise capital through a PIPE. The parameter µ  is independent of 1E , and it is common knowledge. 

The degree of information asymmetry between investors and public firms in a given industry can 

be interpreted as a key determinant of µ . In industries with more severe asymmetry, there will be 

proportionally more failed firms that are observably identical to viable firms in period 1, and thus µ  

will be higher. 

1.1.2. The liquidity cost of being private 

The second fundamental difference between public and private firms in my model is that the 

shares of private firms are illiquid and thus costly to trade. To capture this cost, I assume that a firm’s 

shareholders may be hit by a liquidity shock in period 2 that prompts them to sell their shares. In 

                                                 
12 For simplicity, my model does not consider any potential beneficial effects that disclosure may have on competitors. 
Also, an analysis of the welfare effects of disclosure is beyond the scope of the present model.  
13 To ensure compliance with Regulation FD, PIPE investors do not have access to material nonpublic information. PIPE 
investors receive a private placement memorandum containing the issuer’s SEC filings, which are already public. 
Investors do not receive projections or other non-public information (Pinedo and Tanenbaum (2009)). 
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particular, similar to Gorton and Pennacchi (1990), I assume that the utility function of a firm’s 

shareholders (i.e., equity investors and the entrepreneur) over consumption te  is as follows: 

( ) 2

2 3

2 3

,               with probability 
,

,        with probability 1

e
U e e

e e

λ

λ


= 
+ −

 

With probability 1 λ− , shareholders postpone their consumption until the firm pays a dividend in 

period 3. However, with probability λ , shareholders are hit by a liquidity shock that induces them to 

consume in period 2. This liquidity shock is immaterial for public-firm shareholders, since in period 2 

the viability of the project is costlessly revealed in the firm’s regulatory filings.14 This allows public-

firm shareholders to sell their shares at a price that fully reflects the firm’s period 3 (after-tax) 

dividend. Yet the liquidity shock is costly for private-firm shareholders: since the firm’s shares are 

not publicly traded, shareholders face a non-zero trading cost when selling their shares in period 2.15 

This trading cost can be interpreted as a search cost induced by the fact that shareholders cannot place 

their sell order through an exchange. I allow for the possibility that the marginal trading cost 

increases in the size of the trade (see Silber (1991) for evidence) and assume that private-firm 

shareholders face a positive cost ( )1 2X Xδ δ+ , with 2 0δ > , when selling shares of total value X. 

Figure 1. Timeline of the model.  

 

                                                 
14 More precisely, if the firm carried out an SEO in period 1, the firm’s viability was revealed then; otherwise, it is 
costlessly revealed in the firm’s regulatory filings at the beginning of period 2. 
15 Unused precautionary cash C can be paid out as a dividend in period 2 to minimize shareholders’ trading costs. 

Period 0 Period 1 Period 2 Period 3 
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k Cρ > , it needs to 
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between SEO and 

PIPE. 

- Shareholders 
may be hit by a 
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forcing them to 
sell their shares. 
Private-firm 
shareholders incur 
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- Project’s 
return zk is 
realized and 
paid to 
shareholders as 
a dividend. 
 
- Dividends are 

taxed at rate .τ  
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1.2. Solving the model: Optimal financing and precautionary cash policy 

I solve the model using the Perfect Bayesian Equilibrium solution concept. A Perfect Bayesian 

Equilibrium consists of a strategy profile and a belief system such that the strategies of firms and 

investors are sequentially rational, given the belief system, and the belief system is consistent with 

Bayes’ rule, given the strategy profile.  

In both periods 0 and 1, investors finance a firm if and only if, given their beliefs regarding the 

firm’s type16 and the price of the shares the firm is issuing, they expect to obtain a non-negative return 

on their investment. To describe firms’ equilibrium strategies, I distinguish the case of a firm that 

goes public in period 0 from that of a firm that stays private.17 As is common in this set-up, I solve 

their problems backwards. In periods 3 and 2, a firm’s problem is trivial, regardless of whether it is 

public or private: In period 3, the firm collects the cash flow from the project and pays it out as a 

dividend; in period 2, shareholders hit by a liquidity shock sell their shares of the firm, incurring a 

trading cost only if the firm is private. This leaves the period 1 and 0 strategies to be solved.  

1.2.1. Period 1 optimal financing policy 

Let /c C k=  denote a firm’s precautionary cash holdings scaled by project size k. In period 1, a 

firm facing a cost overrun kρ  that exceeds its precautionary cash ck has to issue equity to fund 

( )c kρ − . If the firm is public, it has to choose between an SEO, disclosing the strategic information 

needed to convey to investors that the firm has a viable project, and a PIPE. The following lemma 

characterizes the financing policy that maximizes the value of the firm for its (current) shareholders:18  

Lemma 1. The optimal financing policy of a public firm that needs to raise ( )c kρ −  in 

period 1 is as follows: 

a) If ( )1
0 1c z S

µ
ρ γ τ

µ
−

< − < − ≐ , it is optimal to raise capital through a PIPE. 

                                                 
16 In period 1, investors’ beliefs are based on the amount of capital the firm raised in period 0, the amount raised in period 

1, and the size of the cost overrun ρ . In period 0, they depend on the amount raised in period 0.  
17 As mentioned earlier, failed firms are not included in my exposition here.  
18 Proofs and technical derivations can be found in Appendix A. 



 12 

b) If ( )( )1 1 PubS c z c L cρ τ γ≤ − < − − − −≐ , it is optimal to raise capital through an SEO. 

c) If PubL ρ≤ , it is optimal to liquidate the firm and return its precautionary cash ck to its 

shareholders. 

Figure 2 helps illustrate the intuition. When a public firm needs to raise a small amount of capital 

in period 1, a PIPE is preferable to incurring the disclosure cost of an SEO (i.e., the decrease in the 

project’s profitability). However, PIPE investors need to be compensated for the possibility of 

investing in a failed firm. This implies a higher cost of capital in a PIPE than in an SEO. When the 

amount of capital needed exceeds the threshold Sk , the optimal strategy is to incur the disclosure 

cost and avoid being pooled with failed firms.19 From the expression ( )( ) ( )1 / 1S zµ µ γ τ= − − , it 

follows that the SEO threshold Sk increases in the disclosure cost γ  and decreases in the information 

asymmetry µ , which determines the additional (pooling) cost of a PIPE relative to an SEO. 

These predictions are consistent with the evidence in Gomes and Phillips (2007), who find that 

SEOs tend to be larger in size than PIPEs: from 1995 to 2003, the mean and median amount raised in 

SEOs as a percentage of firm value were 22% and 15%, respectively; in the case of PIPEs, the mean 

and median were 15% and 9%, respectively. In addition, Ali, Klasa, and Yeung (2010) find that firms 

in industries where disclosure costs are high prefer PIPEs over SEOs, which is consistent with the 

prediction that the SEO threshold Sk is increasing in the cost of disclosure. 

In equilibrium, investors refuse to provide PIPE financing to a firm raising more than Sk units of 

capital, given that they believe that such a firm is a failed firm with probability one. Therefore, if a 

public firm needing more than Sk units of capital chose to carry out a PIPE, it would not be funded. 

As a result, attempting a PIPE would force such a firm into liquidation, with its shareholders only 

receiving the precautionary cash C carried by the firm, as shown in Figure 2.  

The figure also shows that when a public firm’s cost overrun ρ  is large, liquidating the firm and 

                                                 
19 If γ µ≥ , it is never optimal for a firm to carry out an SEO. Thus, I focus on the case γ µ<  so that an SEO is a 

possible funding option. This ensures that PIPE investors are willing to fund the firm since ( ) ( )( )1 1c k zkρ µ τ− < − − . 



 13 

returning C to shareholders is actually an optimal strategy; specifically, liquidation is optimal when 

ρ  exceeds PubL . 

A private firm in need of ( )c kρ −  units of capital will raise equity privately, thus selectively 

disclosing to investors the information required to separate itself from failed private firms. This 

implies that, in equilibrium, failed private firms are never funded. Analogously as in the case of 

public firms, ( )( )( )1 21 1 1PriL zk zλδ λδ τ τ− − − −≐  is such that if a private firm’s cost overrun 

satisfies PriLρ ≥ , then it is optimal to liquidate the firm in period 1. 

Figure 2. Financing options for a public firm in period 1.  

 

1.2.2. Period 0 optimal precautionary cash policy 

In period 0, a firm chooses its precautionary cash c to maximize the value of the firm to the 

entrepreneur. The following proposition characterizes the optimal precautionary cash policy 

depending on whether the firm is public or private. 

 

 

Payout to 
period 0 

shareholders 

Payout with SEO: ( )( ) 11 1 zk Eτ γ− − −  

Payout with PIPE: ( ) 1

1
1

1
zk Eτ

µ
− −

−
 

45˚ 
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Proposition 1.  

It is optimal for a private firm to carry no precautionary cash. A public firm’s optimal ratio of 

precautionary cash to project size ĉ  is implicitly defined by the following equation: 

( ) ( )
ˆ ˆ

ˆ0
 

1

c c S

c
f d f d

µ
τ ρ ρ ρ ρ

µ

+
=
−∫ ∫                                                                               (1) 

The intuition is as follows.20 For both public and private firms, it is costly to hold precautionary 

cash. If the cost overrun is small and the cash is not used, a tax is incurred when the cash is returned 

to shareholders as a dividend. Yet for private firms, precautionary cash offers no offsetting benefit: 

Private firms can selectively communicate with investors when they need to raise capital in period 1, 

so they are able to issue equity at a price that reflects the firms’ value without disclosing proprietary 

information to competitors.21 As a result, private firms optimally carry no precautionary cash. (Of 

course, private firms will still need to hold some cash to pay wages, suppliers, etc. In the model, I 

abstract away from this transaction motive to hold cash.) 

For public firms, on the other hand, it is costly to raise equity in period 1. Therefore, public firms 

choose their precautionary cash such that its expected marginal cost equals its expected marginal 

benefit.22 The marginal cost is the tax cost incurred when the cash is not used, as captured by the left-

hand side of equation (1). The marginal benefit, captured by the right-hand side of equation (1), is 

avoiding the need to raise capital in period 1 via a PIPE at a pooling price that undervalues the firm. 

Equation (1) implies that ˆ 0c > , i.e., it is optimal for public firms to carry some precautionary cash. 

The cost of disclosing strategic information to competitors, γ , appears in equation (1) only 

indirectly through its effect on Sk (the minimum capital need for which it is optimal to carry out an 

                                                 
20 I focus on parameter values for which an SEO is the optimal strategy for at least some values of the cost overrun ρ , 

that is, ˆ Pubc S L+ < . 
21 The empirical evidence is consistent with the notion that it is common for private firms to raise equity. While I cannot 
test this implication using the Sageworks data because they do not include the statement of cash flows, one of the 
questions in the National Survey of Small Business Finances (NSSBF) speaks directly to it: “During the last 12 months, 
did [the firm] obtain any new equity investment from new or existing shareholders, excluding retained earnings?” In the 
latest NSSBF (2003), 8.3% of the largest private firms in the survey (20-499 employees) responded affirmatively. 
22 In the extended version of the model that explicitly includes failed firms, I show that (non-failed) public firms have no 
incentive to alter their precautionary cash policy to try to separate themselves from failed firms. 
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SEO). This reflects the fact that the cost of an SEO is independent of the amount of equity that the 

firm needs to raise: Disclosure benefits competitors whether the firm raises a small amount or a large 

amount so regardless of the size of the SEO, the firm loses revenue zkγ . Thus, there is no marginal 

benefit to carrying precautionary cash once the firm has decided that it is optimal to carry out an 

SEO, as captured by equation (1).  

In order to analyze how a public firm’s optimal precautionary cash holdings depend on the 

characteristics of the industry in which it operates, I apply the implicit function theorem to equation 

(1) (henceforth, cash always refers to cash scaled by size). Proposition 2 summarizes the results. 

Proposition 2. A public firm’s optimal precautionary cash holdings are:  

a) increasing in the cost of revealing strategic information to competitors, γ ; 

b) increasing in the rate of return on the project, z. 

 With additional structure on the density of the cost overrun, the following comparative static can be 

added to Proposition 2: 

c) Assuming that the cost overrun ρ  follows a normal distribution ( )20,N σ truncated at 0,23 

a public firm’s optimal precautionary cash holdings are increasing in the volatility of the cost 

overrun, determined by 2σ . 

The effect of the degree of information asymmetry in the industry, µ , on a public firm’s optimal 

precautionary cash holdings is ambiguous. On the one hand, higher asymmetry increases the benefit 

of holding cash by increasing the PIPE cost ( )/ 1µ µ−  in equation (1); on the other hand, higher 

asymmetry decreases the SEO threshold Sk and, as argued earlier, there is no marginal benefit to 

carrying precautionary cash once the firm has decided that it is optimal to carry out an SEO. Which 

effect dominates depends on the particular parameter values.  

                                                 
23 That is, ( ) ( ) ( )2 2/ 222 /  f e

ρ σ
ρ πσ

−
=  if 0ρ >  and ( ) 0f ρ =  otherwise. Therefore, [ ] ( )22 /E ρ σ π=  and 

[ ] ( )2Var 1 2 /ρ σ π= − . To separate the effect of the volatility of a firm’s cost overrun from the expected value of its 

project, I assume that the return of the project is [ ]z z E ρ= +ɶ . 
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Also, note that it follows from equation (1) that the minimum efficient scale in an industry, k, has 

no effect on public firms’ optimal cash holdings, ĉ . 

1.3. Comparing the entrepreneur’s returns to going public and staying private 

Let Publicr  and Privater  denote the project’s net return on investment of a public and private firm, 

respectively. This return is captured fully by the entrepreneur since outside investors make zero 

profits in expectation. The following proposition examines how the entrepreneur’s return to going 

public depends on the characteristics of the industry in which the firm operates: 

Proposition 3. The difference between the entrepreneur’s returns if she takes her firm public 

and if the firm stays private, Public Privater r− , is: 

a) decreasing in the cost of revealing proprietary information to competitors, γ ; 

b) decreasing in the degree of information asymmetry between investors and public firms in 

the industry, µ ; 

c) increasing in the assets required by the firm to operate, k.  

The intuition is as follows. The advantage of being private is that the firm can selectively 

communicate with investors in period 1. The greater the disclosure costs and information asymmetry 

in its industry, the more valuable is selective communication. The advantage of being public is that, if 

the firm’s shareholders (equity investors and the entrepreneur) need to sell their shares in period 2, 

they do not have to pay the convex trading cost. 

1.4. Empirical predictions 

My first set of empirical predictions relate the choice between taking a firm public and keeping it 

private to the characteristics of its industry. If my model were literally true, all firms in an industry 

would either be public or private – there would be no industry with both public and private firms. 

What my model leaves out are the various idiosyncratic factors that influence an entrepreneur’s 

decision to go public, such as her risk aversion (Chod and Lyandres (2010)), location (Loughran 

(2008)), or desire to maintain control (Brau and Fawcett (2006)). Let iε  denote the net value of the 



 17 

omitted idiosyncratic factors. The distribution of ε  is assumed independent of the industry 

characteristics that determine Public Privater r− . Thus, entrepreneur i will take her firm public if 

( )Public Private Public Private

i ir r r rε ε− + > 0 ⇔ > − − .                                                       (2) 

Proposition 3 implies that the disclosure costs, information asymmetry, and minimum efficient 

scale in firm i’s industry affect the probability of firm i being public by altering ( )Public Privater r− − , 

the threshold value of the idiosyncratic return iε  beyond which it is optimal for the entrepreneur to 

take her firm public. From a macro perspective, in equilibrium I expect to find a larger share of 

public firms in industries in which the threshold ( )Public Privater r− −  is smaller. Therefore, Proposition 

3 yields the following prediction. 

Prediction 1. The probability of a firm being public and the share of public firms in an 

industry are: 

a) decreasing in the cost of revealing strategic information to competitors in the industry; 

b) decreasing in the degree of asymmetric information between investors and public firms in 

the industry; 

c) increasing in the minimum efficient scale of firms in the industry.  

I will test this macro prediction both at the firm level, using data on public and private U.S. firms, 

and at the industry level, analyzing the distribution of public and private firms across industries in the 

U.S. economy. Following that, I will test two micro predictions concerning firms’ precautionary cash 

policies that are implied by Propositions 1 and 2: 

Prediction 2. Public firms hold more cash, ceteris paribus, than private firms. 

Prediction 3. The difference in cash holdings between public and private firms is:  

a) increasing in the industry cost of revealing strategic information to competitors; 

b) increasing in the industry rate of return on capital; 
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c) increasing in the industry volatility of cash flows.24 

Testing Predictions 2 and 3 requires data on both public and private firms in the same industry, in 

order to be able to compare the cash policies of similar firms that differ only on their listing status. 

This will ensure that precautionary reasons are the main driving force behind the observed 

differences in the cash policies of public and private firms.25 The idiosyncratic factors ε  that affect an 

entrepreneur’s going-public decision provide the required variation in firms’ public or private status 

within the same industry, as captured by equation (2). However, this raises a potential identification 

problem. If ε  is correlated with the firm’s cash policy, my empirical analysis of the cash policies of 

public and private firms will be subject to an endogeneity problem. I describe how I address this 

problem in the empirical part of the paper.  

2. Empirical Results: Industry Characteristics and the Public vs. Private Trade-off 

Prediction 1 states that the probability of a firm being public increases in the industry’s minimum 

efficient scale and decreases in the industry’s disclosure costs and information asymmetry. In this 

section, I test this prediction first at the firm level and then at the industry level. 

 2.1. Firm-level analysis 

2.1.1. Data and sample construction 

My dataset combines data on U.S. public firms obtained from standard sources such as CRSP, 

Compustat, and I/B/E/S with data on U.S. private firms obtained from a new database provider called 

Sageworks. Sageworks contains accounting data from income statements and balance sheets, similar 

to Compustat, except that Sageworks covers private rather than public firms. (Further details and 

descriptive statistics can be found in Asker, Farre-Mensa, and Ljungqvist (2010b).) 

Sageworks obtains the data from a large number of accounting firms which input data for all their 

clients directly into Sageworks’ database. Therefore, selection does not operate at the firm level, 

                                                 
24 Prediction (3.c) requires the assumption made in part (c) of Proposition 2. Also, because cost overruns are the only 
source of uncertainty in my model, their volatility determines the volatility of firms’ cash flows. 
25 In particular, similar firms will have similar needs of cash to settle transactions. Other potential reasons that may drive 
the differences in cash between public and private firms, such as agency or tax considerations (Bates, Kahle, and Stulz 
(2009)), are addressed in the introduction and in Section 3.3, respectively. 
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which could give raise to selection concerns, but at the level of the accounting firm. Sageworks co-

operates with most national mid-market accounting firms (those below the ‘Big Four’) and with 

hundreds of regional players, but with few of the thousands of local accountants who service the 

smallest U.S. businesses. This selection is not a concern in my analysis, given that the smallest firms 

in the economy have no realistic choice between staying private and going public. Records are never 

deleted in Sageworks, so there are no survivorship bias concerns.  

My version of the Sageworks database covers fiscal years 2001 through 2008. I use 2001 to 

construct lags, leaving a seven-year panel with more than 270,000 firm-years. After excluding 

Canadian firms, firms with data quality problems (i.e., those violating basic accounting identities), 

and those with incomplete data, I am left with just under 85,000 private firms. 

My public-firm sample consists of firms in the CRSP-Compustat database that are located and 

incorporated in the U.S., listed on a major U.S. exchange (NYSE, AMEX, or Nasdaq), have valid 

stock prices in CRSP, and have a CRSP share code of 10 or 11 (which screens out non-operating 

entities such as real estate investment trusts or mutual funds). 

As is customary, I exclude financial firms (SIC 6), regulated utilities (SIC 49), and government 

entities (SIC 9) from both the public and private samples. 

To ensure that firms in my sample are of sufficient size so that being public is a feasible option 

for them, I exclude 46,427 private firms and 272 public firms with average sales of less than $5 

million in real 2005 dollars. (Brav (2009) uses a similar threshold with U.K. data.) My results are 

robust to using other thresholds (such as $1 million or $10 million in sales) and to excluding no 

public firms.26  

2.1.2. Industry disclosure cost, information asymmetry, and minimum efficient scale 

All industry variables are constructed at the five-digit NAICS level, equivalent to four-digit SIC. 

 

                                                 
26 I use sales as a measure of size when constructing my sample (and later on when matching) because, unlike total assets, 
sales are not directly affected by the differences in cash holdings between public and private firms documented in Section 
3. My results are robust to excluding small firms based on their total assets.  
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Industry disclosure cost 

I use two measures of industry disclosure cost. The first, patenting intensity, is based on the 

notion that disclosure costs are lower in industries in which firms rely on patents to protect their 

proprietary information. The following quote from Hall, Jaffe, and Trajtenberg (2001) helps explain 

why: “The whole idea of patents is that they constitute a ‘package deal,’ namely, the grant of 

temporary monopoly rights in exchange for disclosure. […] The inventor has to make a strategic 

decision to patent, as opposed to rely on secrecy or other means of appropriability.” Levin et al. 

(1987) provide survey evidence consistent with the notion that there exists substantial cross-industry 

variation in the effectiveness of patents to protect intellectual property. 

Patenting intensity is measured as follows. For each firm in an industry, I compute the log of one 

plus the number of patents the firm requested in 2002 (my first sample year) and then average across 

all firms in the industry. (Patent data comes from the NBER patent data project.) This measure is 

expected to be inversely related to industry disclosure costs. For expositional clarity, I change its sign 

so that it directly correlates with disclosure costs. A potential concern is that patenting intensity is 

strongly correlated with R&D intensity, which at the same time might be correlated with other factors 

affecting the trade-off between being public and private. To account for this, I control for an 

industry’s R&D intensity when using patents to measure disclosure costs. For each industry-year, I 

measure R&D intensity as the average R&D expenditure by public firms in the industry (R&D 

expenses are not available in Sageworks). 

The second measure, information leakage, draws on the work of Asker and Ljungqvist (2010) 

who show that concerns about disclosure of confidential information to product-market competitors 

determine firms’ choice of which investment bank to have a relationship with. The measure builds on 

the notion that firms in industries with high disclosure costs are less willing to share an investment 

bank with other firms in their industry, because they are concerned about the risk of information 

leaking to their competitors when a bank is shared. I measure information leakage using the log of the 

maximum number of top 10 public firms (ranked by sales) in an industry that have shared an 



 21 

investment bank.27 It ranges from eight firms sharing a bank in the residential building construction 

industry to zero firms sharing a bank in the semiconductor and other electronic component 

manufacturing industry. Like patenting intensity, this measure is inversely related to industry 

disclosure costs, and thus I also change its sign so that it directly correlates with disclosure costs. 

Another potential way to measure disclosure costs would be to directly examine firms’ disclosure 

policies. While information on company issued guidance (CIG) is readily available from standard 

databases (e.g., First Call), CIG is actually not a good measure of disclosure costs. Most CIG consists 

only of an estimate of the firm’s future earnings, without the firm adding any qualitative information 

on its current or future projects. Data from other disclosure channels more prone to contain 

qualitative information (e.g., conference calls) are less readily available.  

Industry information asymmetry 

For each industry-year, I measure information asymmetry as the median forecast error made by 

financial analysts for public firms in the industry.28 Forecast errors equal the absolute value of the 

difference between the outstanding consensus (i.e., mean) forecast for earnings per share (EPS) prior 

to the end of a firm’s fiscal year and the firm’s actual EPS, both taken from I/B/E/S. Following the 

accounting literature (e.g., Krishnaswami and Subramaniam (1999)), I standardize forecast errors by 

the firm’s share price the day before the consensus forecast was calculated. For robustness, I also 

measure information asymmetry as the median dispersion of analysts’ earnings forecasts across firms 

in the industry, using the standard deviation of earnings forecasts at the end of a firm’s fiscal year. 

Industry minimum efficient scale 

For each industry-year, I measure an industry’s minimum efficient scale as the median of the log 

                                                 
27 Following Asker and Ljungqvist (2010), I code n firms in an industry as sharing a bank if a single bank has lead-
managed one or more debt issues for each of the n firms over the previous five years. The measure is constructed from 
quarterly data from Thomson Financial. Specifically, for each industry, I use the maximum value of n over the 12 quarters 
ending at the beginning of my sample period (the fourth quarter of 2002). I set n to one if no firms in the industry share an 
investment bank. I then define information leakage as the natural logarithm of n. 
28 I use the industry median to account for the fact that the distribution of analysts’ forecast errors is highly skewed. 
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of one plus property, plant, and equipment across all firms, public and private, in the industry.29 This 

follows Salinger, Caves, and Peltzman (1990) and Sutton (1991), among others.  

2.1.3. Empirical model and results 

To analyze how the characteristics of a firm’s industry affect its decision to be public or private, I 

estimate the following equation: 

1 2 
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Public Industry disclosure cost Industry information asymmetry
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where Public equals one if the firm is publicly traded and zero otherwise; the other covariates are 

described above.30 I estimate equation (3) using a probit model; my results are robust to using either a 

logit or a linear probability model. Throughout, I report heteroskedasticity-robust standard errors 

clustered at the firm level. 

The estimation results, reported in Table 2, are consistent with Prediction 1: The probability of a 

firm being public decreases in industry disclosure costs and information asymmetry, and it increases 

in the industry’s minimum efficient scale. I report results for four specifications, combining my two 

measures of industry disclosure costs (patenting intensity and information leakage) with my two 

measures of information asymmetry (analysts’ forecast errors and forecast dispersion). 

In all four specifications, the three effects predicted by my model are not only statistically but 

also economically significant. To illustrate, column 1 shows that a one-standard-deviation increase in 

industry disclosure costs, measured by patenting intensity, is associated with a 6.1 percentage point 

decrease in the probability of a firm in the industry being public (from 25.9% at the mean of the 

independent variables to 19.8%). In the case of information asymmetry, a one-standard-deviation 

increase in the median forecast error in an industry is associated with a one percentage point decrease 

in the probability of being public. Finally, a one-standard-deviation increase in an industry’s 

minimum efficient scale is associated with a sizeable 21.6 percentage point increase in the probability 

                                                 
29 I obtain the data on private firms from Sageworks and, as elsewhere in the paper, I focus on firms with average real 
sales of at least $5 million. Note that this is not ideal, since Sageworks does not cover the whole universe of private firms. 
30As argued before, it is important to control for R&D intensity if patenting intensity is used to measure disclosure costs. 
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of a firm in the industry being public. 

2.2. Industry-level analysis 

Proposition 3 predicts that the return to being public increases in the minimum efficient scale and 

decreases in the disclosure costs and information asymmetry in a firm’s industry. In this section, I test 

whether this prediction helps explain the share of public firms in an industry.  

2.2.1. Measuring the share of public and private firms in an industry 

There is no unambiguous measure of the share of public firms in an industry. A natural way is to 

measure the share of output produced by public firms. The U.S. Census Bureau collects data on the 

total output produced per industry every five years as part of the Economic Census.31 Since the 

Census provides no breakdown by listing status, I measure the output of public firms by adding up 

their annual sales as reported in Compustat. Unfortunately, this introduces a potential measurement 

error. Compustat reports worldwide sales while the Census reports U.S. output. As a result, the share 

of public firms exceeds one in 5.5% of the industries. As pointed out by Gabaix (2010), who faces the 

same problem, current data sources do not provide a satisfactory solution to this problem.  

Alternatively, I follow Chod and Lyandres (2010) and measure the share of public firms simply 

as the fraction of large firms in an industry that are public. The Census provides data on the total 

number of firms in each industry (see footnote 1), and I obtain the number of public firms from 

CRSP-Compustat. Like Chod and Lyandres, I exclude small firms (those with fewer than 100 or 500 

employees) from the total. This avoids understating the economic importance of public firms in 

industries with thousands of small private firms and a few large public firms that account for most of 

the production.  

The share of public firms across industries averages 39.8% when measured using output, and 

14.2% and 6.2% when measured as the fraction of firms with at least 500 or 100 employees, 

respectively. The corresponding medians are 16.3%, 8.0%, and 3.3%.  

                                                 
31 I use data from the 2002 Economic Census, which is the most recent Census with complete data. This is the same year I 
measure industry disclosure costs. The data is available at http://www.census.gov/epcd/www/concentration.html. 
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2.2.2. Empirical model and results 

To analyze whether my model can explain the distribution of public and private firms across 

industries in the U.S. economy, I estimate the following equation: 

( ) 1 2 
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where Public Share is described above and modeled in logs to account for skewness. I estimate the 

equation by OLS and report robust standard errors. Each observation in equation (4) is a five-digit 

NAICS industry. As before, I exclude financial services, utilities, and the government sector.  

The results, reported in Table 3, are again consistent with Prediction 1: There are proportionately 

more public firms in industries with lower disclosure costs, less information asymmetry, and higher 

minimum efficient scale. I present results for six different specifications. Columns 1 through 3 

estimate equation (4) with my three measures of Public Share, using patenting intensity to measure 

the cost of disclosure in the industry. Columns 4 through 6 use information leakage to measure 

disclosure costs, and again report the estimation results for my three measures of public share.  

The estimated effects of disclosure costs and information asymmetry are statistically significant 

in four of the six specifications, and the effect of minimum efficient scale is significant in all six. 

These three factors have an economically important effect on the industry distribution of public firms. 

To illustrate, in column 6, a one-standard-deviation increase in disclosure costs (here: information 

leakage) is associated with a 17.5% decrease in the share of public firms in the industry. The 

corresponding effects of information asymmetry (measured as forecast errors) and minimum efficient 

scale are an 11.5% decrease and a 37.9% increase in the share of public firms, respectively. The 

magnitudes of the estimated effects in the other columns are similar. 

2.3. Discussion 

The results presented in this section are consistent with Prediction 1. They support the notion that 

the trade-off between the disclosure cost and the liquidity benefit of being public is an important 

determinant of a firm’s choice between going public and staying private. Clearly, other factors left 
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out of my model also play an important role in the going-public decision, such as the desire to 

maintain decision-making control. These allow me to observe public and private firms in the same 

industry, enabling me to compare the cash policies of public and private firms in Section 3.  

3. The Public vs. Private Trade-off at Work: Comparing Cash Policies  

This section tests the predictions that disclosure costs induce public firms to hold more cash than 

private firms (Prediction 2) and that the difference in their cash holdings increases in industry 

disclosure costs, returns on capital, and cash flow volatility (Prediction 3). After describing my data 

and presenting the baseline models, I address a potential endogeneity problem. Because going public 

is a choice, public and private firms may differ in unobservable ways that correlate with their cash 

policies. Thus, an OLS regression of the effect of listing status on cash holdings may yield 

inconsistent results.  

3.1. Variable definitions 

3.1.1. Dependent variable 

Following Bates, Kahle, and Stulz (2009) and others, my main measure of a firm’s cash holdings 

is the ratio of cash (including short-term investments) to total assets. In robustness checks, I use the 

log of cash to sales and the log of cash to net assets (where net assets equals total assets minus cash). 

3.1.2. Explanatory variables 

In addition to a dummy variable capturing a firm’s listing status, the main explanatory variables 

of interest are industry disclosure costs, returns on capital, and cash flow volatility. My model 

predicts that each of these should have a greater effect on the cash holdings of public firms than of 

private firms. In addition, I include the same common controls as Bates et al. (2009).  

Industry disclosure costs 

As before, my first measure of disclosure costs is information leakage. Patenting intensity, 

however, is problematic in the present context, as it affects cash holdings not only through disclosure 
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costs but also through its effect on financial distress.32 Therefore, I use industry concentration as my 

second measure of disclosure costs. This measure is motivated by prior evidence that firms in more 

concentrated industries disclose less information (see Bamber and Cheon (1998), Harris (1998), or 

Ali, Klasa, and Yeung (2010)), which suggests that in more concentrated industries the cost of 

disclosure is higher.33 

Industry concentration is measured from the 2002 Economic Census. For each industry, I measure 

concentration as the fraction of sales made by the four largest firms in the industry (C4). My results 

are robust to using the eight largest firms (C8) and to using a Herfindahl-Hirschman index (HHI) for 

the 50 largest firms (though HHI is only available for manufacturing industries). 

Industry returns on capital 

For each industry-year, I measure industry returns on capital as the mean market-to-book for 

firms in the industry. (Only public firms in the industry contribute to the mean, since market-to-book 

is unavailable for private firms.) 

Industry cash flow volatility 

Following Bates et al. (2009), I define industry cash flow volatility as the standard deviation of 

industry cash flow to assets, computed as follows. For each firm-year, I compute the standard 

deviation of cash flow to assets for the previous ten years. I require at least three annual observations. 

I then average the firm cash flow standard deviations each year in each industry. Unlike elsewhere, I 

use three-digit NAICS codes to ensure I have enough firms in each industry (this also follows Bates 

et al. (2009)). Only public firms contribute to the mean, as there is no data on private firms that 

predate my sample. 

Additional control variables 

I include as additional control variables those used by Bates et al. (2009), following their 

                                                 
32 Patents are an important part of intangible assets, which are positively correlated with costs of financial distress 
(Korteweg (2007)). And firms with high distress costs have been shown to hold more cash (e.g., Bates et al. (2009)). 
33 Concentration is highly correlated with the share of public firms in an industry as the largest firms in an industry are 
very likely to be public. For this reason, I do not use industry concentration to measure disclosure costs in the previous 
section. 
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definitions whenever possible. Specifically, I include cash flow to assets, working capital net of cash 

to assets, investment to assets, book leverage, and a dividend dummy. I also control for firm size (log 

of total assets), thus accounting for economies of scale in holding cash (Bates et al (2009)). For each 

industry-year, I include the mean of R&D to sales and the mean of acquisitions to assets, constructed 

using data for public firms only as R&D and acquisition expenditures are not available in Sageworks.  

In addition, I control for industry information asymmetry, using the median analysts’ forecast 

error. My results in Section 2 show that information asymmetry is correlated with a firm’s listing 

status, but my model predicts that its effect on cash holdings is ambiguous. My model also predicts 

that industry minimum efficient scale should have no effect on cash policies. I confirm this prediction 

in Table 5 below and so do not control for minimum efficient scale in my main cash regressions. 

3.1.3. Descriptive statistics 

Table 1 shows descriptive statistics (mean, median, and standard deviation) for the public and 

private firms in my baseline sample of firms with average annual real sales of at least $5 million 

during the sample period (2002 to 2008). Not surprisingly, public firms are substantially larger than 

private firms: The median public firm has total assets and sales of 312.7 and 282.1 million (real 2005) 

dollars, respectively, while total assets and sales are 5.1 and 12.3 million dollars for the median 

private firm. (See also the top graph in Figure 4 which shows the size distribution of public and 

private firms.) In addition, there are significant differences in the industry distribution of public and 

private firms. To ensure that the differences in their cash policies are not driven by these differences 

in scale and industry, in section 3.3.1 I match public and private firms on industry and size. 

The statistics in Table 1 are consistent with my model prediction that public firms hold more cash 

than private firms: For public firms, the mean and median of cash over assets are 0.22 and 0.13, 

respectively; for private firms, the mean and median are 0.11 and 0.06. Of course, these descriptive 

statistics do not condition on anything, and thus this cannot be seen as a formal test of this prediction. 
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3.2. Baseline empirical strategy and results 

3.2.1. Baseline model 

The following equation models differences in public and private firms’ cash policies and analyzes 

how these differences are driven by public firms’ inability to communicate selectively with investors:  
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Table 4 presents the results. Columns 1 and 3 test Prediction 2 that public firms hold more cash 

than private firms by estimating equation (5) without interaction effects (i.e., I impose 

2 2 2 0β γ δ= = = ). Regardless of whether I measure disclosure costs using industry concentration 

(column 1) or information leakage (column 3), I find strong support for Prediction 2. The point 

estimates of λ  show that public firms’ cash holdings are 12.5 to 13.3 percentage points higher than 

those of private firms. Both estimates are highly significant (p<0.001). 

While establishing that public firms hold more cash than private firms is of interest in itself, the 

purpose of my cash analysis is to show that this stylized fact is due, at least in part, to the disclosure 

costs associated with being public. To show this, columns 2 and 4 estimate equation (5) with all 

interaction effects included. The coefficients of interest, 2 2 2,  ,  and β γ δ , capture the additional effect 

that industry disclosure costs, returns on capital, and cash flow volatility, respectively, have on the 

cash holdings of public firms relative to their effect on private firms. As shown by my model 

(Prediction 3), these three interaction effects directly test the hypothesis that the higher cash holdings 

of public firms are an optimal response aimed at minimizing disclosure costs. 

The results are consistent with Prediction 3. In column 2, I find that a one-standard-deviation 

increase in disclosure costs, measured as industry concentration, is associated with a 0.4 percentage 

point decrease in private firms’ cash holdings and a 1.3 percentage point increase in public firms’ 

cash holdings. The difference of 1.7 percentage points is highly significant, both statistically and 
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economically. It represents 13.0% of the cash holdings of the median public firm. In column 4, the 

estimated effect of disclosure costs is of a similar magnitude: A one-standard-deviation increase in 

disclosure costs, measured using information leakage, is associated with a 0.5 percentage point 

decrease in private firms’ cash holdings and a 1.3 percentage point cash increase in public firms. The 

differential effect of 1.8 percentage points is again highly significant. These results are consistent 

with the prediction that disclosure costs induce public firms, but not private ones, to hoard cash. 

Disclosure is more costly for firms in industries with high returns on capital, and thus my model 

predicts that the effect of returns on cash holdings will be larger for public firms. This is precisely 

what I find. In column 2, a one-standard-deviation increase in return on capital is associated with a 

0.6 percentage point increase in private-firm cash holdings. For public firms, the effect is 2.9 

percentage points. The corresponding effects in column 4 are 1.0 percentage point for private firms 

and 4.6 percentage points for public firms.  

Firms in industries with more volatile cash flows should hold more cash to avoid having to raise 

capital when hit by a negative cash flow shock. This effect will be greater for public firms, since 

disclosure costs induce them to minimize the need of raising capital. My results support this 

prediction. In column 2, a one-standard-deviation increase in cash flow volatility is associated with a 

1.7 percentage point increase in cash holdings for private firms and 5.9 percentage points for public 

firms. The corresponding effects in column 4 are 0.7 percentage points for private firms and 4.3 

percentage points for public firms. As before, both interaction effects are highly significant. 

A natural extension of my model suggests that negative cash flows induce public firms to hoard 

cash, to minimize disclosure costs incurred when raising capital to cover losses. My results support 

this prediction: Cash flow has a negative effect on the cash holdings of public firms but a positive 

effect for private firms. (In Section 4, I compare the cash flow sensitivity of cash in public and 

private firms.) The literature has argued that R&D spending is positively related to financial distress 

costs (Korteweg (2007), Bates et al. (2009)). Thus, the interaction effect of R&D with being public 
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should be positively related to cash holdings.34 The data support this. As for industry information 

asymmetry, its effect on cash holdings changes across specifications, consistent with the ambiguous 

effect predicted by my model. The remaining control variables behave in line with prior work (see 

Bates et al. (2009)).  

3.2.2. Alternative specifications 

In Table 5, I analyze the robustness of the results presented above to several alternative 

specifications. I organize the results in two panels: In Panel A, I add new control variables. In Panel 

B, I include the same control variables as in my baseline regressions in Table 4, but I either restrict 

the sample or define some variable differently (for brevity, I only report the estimates that directly 

test the predictions of my model). Also to conserve space, in both panels I only report the results of 

estimating my cash equation (5) with all interaction effects included. (The last row in each column 

reports the public dummy estimate when the specification reported in that column is estimated with 

no interaction effects.) 

Specifically, in columns 1 and 2 of Panel A I add to equation (5) a dummy variable that identifies 

firms with negative cash flow, both in levels and interacted with the public dummy. Regardless of 

whether I use industry concentration (column 1) or information leakage (column 2) to measure 

disclosure costs, I find that, unlike private firms, public firms with operating losses tend to hoard 

cash. This finding is consistent with the notion that disclosure costs make it costly for public firms to 

raise capital, and it confirms the interpretation given above to the estimated negative effect of cash 

flow on public firms’ cash holdings. In columns 3 and 4 of Panel A, I test my model prediction that 

industry minimum efficient scale has no effect on firms’ cash policies. The results confirm this 

prediction.35 

I turn now to Panel B. In columns 1 and 2, I estimate equation (5) excluding 2007 and 2008 from 

the panel, to ensure that my results are not affected by the recent financial crisis. In columns 3 and 4, 
                                                 
34 Firms with high financial distress costs are more likely to try to avoid liquidation when facing a negative shock, which  
increases the value of precautionary cash holdings if the firm is public.  
35 In unreported results, I interact minimum efficient scale with being public and I find that, regardless of how I measure 
disclosure costs, neither the level nor the interaction effect are significant at the 5% level. 
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I limit my sample of private firms to those incorporated under Subchapter C of the Internal Revenue 

Code (the same legal form that the vast majority of public firms use), to ensure that my results are not 

driven by differences in the taxation regime of public and private firms. My results are robust to 

using either of these two subsamples, both when measuring disclosure costs as industry concentration 

(columns 1 and 3) and when using information leakage (columns 2 and 4).36  

In columns 5 and 6, I use an alternative measure of industry concentration: the Herfindahl-

Hirschman index (HHI). The Census only reports the HHI for manufacturing firms, so in column 5 

my sample is reduced. In column 6, I use C4, C8, C20, and C50 (available for all industries) to 

compute a simplified version of the HHI. My results are robust to either of these two approaches.  

In columns 7 through 10, I check the robustness of my results to using the log of cash to sales and 

the log of cash to net assets as the dependent variable; as elsewhere, I report results with my two 

measures of disclosure costs. As in my baseline analysis, I find strong support for my model 

predictions (note that the point estimates are very different because the dependent variable is in logs). 

For instance, in column 7 I find that a one-standard-deviation increase in industry disclosure costs is 

associated with a 12.1% increase in the cash holdings of public firms, while in the case of private 

firms it is associated with a 5.4% decrease in their cash holdings.  

3.3. Endogeneity of a firm’s public or private status 

An important concern with the results presented in the previous section is that a firm’s listing 

status reflects an endogenous choice. Equation (5) explicitly controls for the industry characteristics 

that, according to my model, affect both the entrepreneur’s listing decision and her cash policy. But if 

any unmodeled idiosyncratic factors affecting the listing decision also correlate with cash policy, the 

results in Section 3.2 will be inconsistent. I address this potential endogeneity problem in three ways. 

The first is a matching estimator that allows me to capture other observable firm and industry 

characteristics (than those predicted by my model) that affect the listing decision and that may 

                                                 
36 My results are also robust to excluding those few private firms (5%) that either use cash instead of accrual accounting 
or do not report which accounting method their use. 
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correlate with a firm’s cash policy in a way not captured by equation (5). (See Imbens and 

Wooldridge (2009) for a recent review of matching estimators.) In particular, a potential concern is 

that including firm size as a control in equation (5) might not be enough to fully capture the effect of 

size on firms’ cash policies when firms are of very different scales.37 Given that firm size is highly 

correlated with a firm’s listing status, this would lead to endogeneity. 

Matching methods are generally not robust to selection on unobservables. Thus, my second test 

exploits within-firm variation in listing status by analyzing changes in cash holdings among firms 

that go public for the sole purpose of allowing existing shareholders to cash out. This restriction 

ensures that the firm raises no capital in the IPO and so cash holdings do not increase mechanically. 

This test removes biases associated with systematic (ex-ante) differences between public and private 

firms, even if they are unobservable, but the endogeneity of the decision to go public still remains a 

concern. To address this concern, I will instrument the going-public decision using the location of a 

firm’s headquarters and its industry’s minimum efficient scale.  

3.3.1. Selection on observables: Matching estimators 

I use two ways to match public (in the matching terminology: treated) firms to private (untreated) 

firms: Local linear propensity score matching, with the propensity scores based on firm size, cash 

flow, sales growth, and industry; and nearest-neighbor matching on industry and size. (Given the 

panel structure of my dataset, I match at the firm rather than at the firm-year level.) 

Local linear propensity score matching  

Step one estimates propensity scores (Rosenbaum and Rubin (1983)) from the following probit:  

( )1 2 3 Log +  +  g 5i i i j ji ii
j

Public Sales Cash flow Sales rowth NAICSβ β β γ ε= + +∑  

( )Log Sales , Cash flow, and Sales growth are averaged within-firm. The NAICS5 are five-digit 

NAICS industry dummies which here subsume all industry characteristics that affect a firm’s 

decision to go public. See Michaely and Roberts (2007), Brav (2009), and Saunders and Steffen 

                                                 
37 For instance, large firms are more likely to have foreign operations, and the literature has argued that multinational 
firms hold more cash because of taxes (Foley et al. 2007). This might induce a non-linear effect of size on cash. 
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(2010) for a similar matching approach with data from the U.K. Some of these authors also include 

firm age in their probit models but this variable is not available in Sageworks.38 

Public and private firms are then matched on their propensity scores using a local linear matching 

algorithm (LLM). LLM is a variation of kernel matching (see Heckman, Ichimura, and Todd (1997, 

1998)). Similarly as kernel matching, LLM assigns to each private firm in the matched sample a 

weight that depends on the distance between its propensity score and the scores of public firms. The 

distance is evaluated using a kernel function. The larger the distance between the score of the private 

firm and the scores of public firms, the lower the weight.39 LLM differs from kernel matching in that 

the weights contain a linear term in the propensity score in addition to the intercept. This is helpful 

when the non-treated observations fall on one side of the treated observations (Fan, 1992a,b), as is the 

case in my dataset (see the top graph in Figure 3). 

Local linear matching uses all firms in the dataset, so it is important to impose a common support 

restriction to ensure that the propensity scores of public and private firms overlap. I do this in two 

steps. First, as before, I use only firms with average real sales of at least $5 million. Second, I exclude 

from the match any firm whose propensity score either exceeds the 10th largest private-firm 

propensity score or falls below the 10th smallest public-firm propensity score. This robust variation 

of the maxima and minima criteria is suggested by Lechner (2002).  

Figure 3 shows the distribution of propensity scores for public and privates firms both before 

matching (top graph) and after matching (bottom graph). The bottom figure illustrates how, by 

overweighting those private firms with high propensity scores, LLM produces a sample in which the 

distribution of propensity scores for public and private firms is nearly identical. 

Table 6, Panel A presents the results of estimating equation (4) after matching (standard errors are 

                                                 
38 Ideally, the control variables used when estimating the propensity scores should simultaneously affect the participation 
decision (going public) and the outcome variable (cash holdings), while not being directly affected by participation 
(Caliendo and Kopeinig (2008)).Therefore, I do not include in the probit model variables such as leverage or investment, 
which are likely to be affected by a firm’s listing status (see Brav (2009) and Asker, Farre-Mensa and Ljungqvist (2010a), 
respectively). Arguably, firm size is also affected by listing status. However, controlling for size differences between 
public and private firms is an important motivation to follow this matching approach, and thus I include size in the probit. 
39 I use a Gaussian kernel and set the bandwidth to 0.06, but my results are not sensitive to either of these choices. 
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bootstrapped to account for matching-induced variance).40 The results mirror those in Table 4. Public 

firms hold around 11 percentage points more cash than private firms (columns 1 and 3) and 

disclosure costs appear to be an important force driving this difference (columns 2 and 4).  

Nearest-neighbor matching on industry and size 

A key feature of local linear matching is that all firms on the common support are part of the 

matched sample, regardless of whether a close match exists for them. An alternative algorithm that 

restricts the matched sample to public and private firms for which a close match exists is nearest-

neighbor matching. Following Asker, Farre-Mensa and Ljungqvist (2010a), this matched sample is 

constructed as follows. Starting in 2002, for each public firm, I identify the private firm in the same 

four-digit NAICS industry and fiscal year closest in terms of sales such that max(Salespublic, 

Salesprivate) / min(Salespublic, Salesprivate) < 2. If no match can be found in a given fiscal year, the 

observation is discarded and a new match is attempted for that firm in the following year. Once a 

match is formed, it is kept intact for as long as both the public and private firms remain in the sample, 

to maximize the available time series for each firm. If a matching firm exits the panel, a new match is 

spliced in. Matching is with replacement to maximize the match rate.  

Figure 4 shows the distribution of log real sales for public and private firms in the baseline 

sample (top graph) and in the matched sample (bottom graph). The bottom figure shows that the 

overlap in the matched sample is near perfect, indicating that the match is good. 

Table 6, Panel B presents the results of estimating equation (5) using this matched sample. The 

results continue to support Predictions 2 and 3. Public firms hold between 12.1 and 13.1 percentage 

points more cash than private firms (columns 1 and 3), in line with the estimates obtained in Table 4 

without matching. In columns 2 and 4, the interaction effects of the public dummy with industry 

disclosure costs, returns on capital, and cash flow volatility are significant at the 5% level or better. 

The estimated magnitude of the interaction effect of disclosure costs is actually larger than in Table 

                                                 
40 In each of the 500 bootstrap replications, a new set of propensity scores is computed, firms are matched, and equation 
(5) is estimated. 
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4: The additional effect of a one-standard-deviation increase in disclosure costs on the cash holdings 

of public firms is 2.5 percentage points in both columns 2 and 4 (with disclosure costs measured 

using industry concentration and information leakage, respectively). The analogous estimated 

differences in Table 4 were 1.7 and 1.8, respectively. 

Taken together, my matching results alleviate the concern that the results reported in Table 4 are 

an artifact of observable differences between public and private firms, and in particular, of 

differences in size or industry characteristics.  

3.3.2 Within-firm changes in cash holdings around IPOs 

Table 7 examines changes in cash holdings around the IPO for a particular sample of IPO firms: 

firms that go public for the sole purpose of allowing existing shareholders to cash out. This ensures 

that the IPO proceeds do not mechanically increase the firms’ cash holdings, while differencing away 

firm unobservables. 

Consistent with Prediction 2, my results in columns 1 through 3 show that firms increase their 

cash holdings following their IPO. To ensure that these findings are not driven by an economy-wide 

increase in cash holdings, in columns 4 and 5 I match each IPO firm to up to five already public firms 

(matching is on industry and size, and it is done the first year that the IPO firm is in the sample). I 

find that, before they go public, the IPO firms hold less cash than public firms, but their cash holdings 

become indistinguishable from those of other public firms once they are public. This rules out the 

concern that the results in columns 1 through 3 might be driven by economy-wide increases in cash.  

3.3.3 Selection on unobservables: Instrumental variables 

If public and private firms differ systematically in unobservable characteristics and if these 

characteristics also affect cash policy, my results may be biased. This is true even in my within-firm 

analysis if the decision to go public is triggered by a change in these unobservable characteristics. 

What might these unobservable characteristics be? Brau and Fawcett’s (2006) survey indicates that 

two important reasons why private firms choose to stay private are the “desire to maintain decision-

making control” and “to avoid ownership dilution”. This suggests that the owner-managers of private 
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firms that remain private value their ability to manage with little external oversight more than the 

owners who take their firms public. Arguably, this difference in preferences should induce the private 

firms in my sample to hold more cash than they would if their owners had an average desire for 

control. In such case my estimates of the difference in cash holdings between public and private firms 

would actually be biased downwards, so they should become larger when I instrument the going-

public decision. Of course, other unobserved differences may bias my results in the other direction. 

The ideal instrumental variable (IV) provides exogenous variation in the listing choice without 

otherwise being related to cash policy. I use two distinct instruments. The first consists of a set of 

dummy variables capturing the U.S. state of location of firms’ headquarters. This instrument is 

motivated by the finding that investors are better able to obtain information on nearby firms and that 

this translates into higher returns when they invest in local companies (see, e.g., Coval and 

Moskowitz (1999), Huberman (2001), Ivkovic and Weisbenner (2005)). In related evidence, Malloy 

(2005) and Bae, Stulz, and Tan (2008) show that security analysts located closer to a firm produce 

more accurate forecasts than those located further away. This suggests that firms headquartered in 

areas with a larger pool of investors and security analysts are more likely to go public, all else equal, 

as they face a lower cost of producing information for their potential investors. Loughran (2008) 

provides direct evidence on the impact of location on a firm’s ability to issue equity, showing that 

U.S. rural firms are less likely to conduct seasoned equity offerings than firms located in urban areas. 

As for the exclusion restriction, it seems unlikely that a firm’s location will directly affect its cash 

policy, after controlling for the variables included in equation (5), other than through its effect on the 

listing decision. 

Saunders and Steffen (2010) use a related instrument for the decision to go public in the U.K.: 

distance to London. This is suitable in a country like the U.K., where London is the only big financial 

centre and transportation hub. However, the U.S. is arguably more multimodal. Consider Loughran’s 

(2008) argument: “Is a firm located in urban Los Angeles or one located in rural Bismarck, North 

Dakota, farther from institutional investors in New York City? Measured in miles, the company in 
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Los Angeles is much farther away. Yet, it is also much easier for the institutional investor to reach. 

There are numerous direct flights from New York to Los Angeles every day. Getting to Bismarck is 

difficult, and once there, the analyst is almost certainly stuck for the night.” 

My second instrument is the industry’s minimum efficient scale. Its use is motivated by the 

following prediction of my model: the higher the scale required to operate in an industry, the more 

likely firms in the industry are to be public. The empirical results in Section 2 support this prediction. 

On the other hand, my model predicts that the industry minimum efficient scale has no direct effect 

on precautionary cash holdings, which is consistent with the exclusion restriction.41  

To implement my IV estimator, I first estimate the following equation by OLS: 

     +    
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I use a linear probability model to avoid identification in the second stage being driven by non-

linearity in the first stage. The state dummies are jointly significant at the 1% level (the F-statistic is 

6.1 when I use industry concentration to measure disclosure costs, and 4.0 when I use information 

leakage); the effect of industry minimum efficient scale is positive, as expected, and significant at the 

1% level (the t-statistic is 6.4 if disclosure costs are measured with industry concentration and 8.2 if 

information leakage is used).42 The Additional controls vector is the same as in equation (5). 

Next, I estimate equation (5) by GMM, using the first-stage predicted probabilities, as well as their 

interactions with the control variables for which there is an interaction term in equation (5), as 

instruments for the public dummy and the interaction terms. This follows Wooldridge (2001).  

Table 8 presents the estimation results. They continue to support the prediction that public firms 

hold more cash than private ones. The estimated difference is substantially larger than the estimates 

                                                 
41 In section 3.2.2 above I show that, after controlling for all the variables included in equation (5) (including firm size), 
industry minimum efficient scale has no significant effect, neither statistically nor economically, on cash holdings.  
42 The F statistics of a joint test of the significance of my two sets of instruments (state dummies and minimum efficient 
scale) are 6.5 if disclosure costs are measured using industry concentration and 5.1 if information leakage is used. The 
fact that these F-stats are below 10 may raise concerns about the weakness of my instruments (Staiger and Stock (1997)), 
but the Kleibergen and Paap (2006) tests reported below reject both nulls of underidentification and weak identification. 
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obtained in my previous specifications: 41.7 percentage points in column 1 and 36.0 percentage 

points in column 3. This is consistent with the notion that firms that choose to remain private are 

more likely to have a manager with a preference for control, and thus who values the independence 

provided by cash, than the average firm facing the choice between going public or staying private.  

When I include the interaction effects, in columns 2 and 4, I again find that the difference in cash 

holdings increases in industry disclosure costs, returns on capital, and cash flow volatility. The point 

estimates are of similar size as in Table 4. Thus, endogeneity does not seem to bias the estimates of 

the interaction effects.  

Table 8 also reports rk tests of the nulls of underidentification and of weak identification, based 

on Kleibergen and Paap (2006). These tests are robust to the fact that the errors in equation (5) are 

not iid. While the distribution of the weak identification test has not been fully worked out and thus 

the critical values should be approached with caution (Baum, Schaffer and Stillman (2007)), the large 

size of both test statistics in all four specifications suggests that neither underidentification nor weak 

identification is likely to be a concern in these models. 

4. Additional Evidence: The Cash Flow Sensitivity of Cash of Public and Private Firms 

Almeida, Campello, and Weisbach (2004) show that financial constraints can be captured by a 

firm’s cash flow sensitivity of cash. Their argument builds on the notion that only those firms whose 

investments are constrained by capital market imperfections need to manage liquidity to maximize 

firm value. This implies that firms that anticipate financial constraints in the future should increase 

their cash holdings when cash flows are high, and thus their cash flow sensitivity of cash should be 

positive. In contrast, unconstrained firms’ cash flow sensitivity of cash should be indeterminate. 

The findings in Almeida et al. (2004) suggest an additional way of testing my model prediction 

that financing is costly for public firms due to their inability to selectively communicate with 

investors. Indeed, if disclosure costs constrain public firms’ financing, then we should expect that, all 

else equal, public firms should exhibit a higher cash flow sensitivity of cash than private firms. 
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I test this prediction in Table 9 by comparing the within-firm cash flow sensitivity of cash of 

public and private firms. Following Almeida et al. (2004), the dependent variable in my analysis is 

the change in cash holdings. My main independent variable of interest is cash flow over assets, but I 

also control for investment opportunities (which I measure as industry return on capital, i.e., market-

to-book) and firm size. I include firm and year fixed effects in all my specifications. 

The first three columns in Table 9 report the results of estimating the cash flow sensitivity of cash 

for public firms only. In column 1, I use all public firms in my baseline sample of firms with average 

annual real sales of at least $5 million. In columns 2 and 3, I follow Almeida et al. (2004) and restrict 

my sample of public firms to those in the bottom and top three deciles of the size distribution, 

respectively (as elsewhere in the paper, I use sales to measure size). Consistent with their results, I 

find that small public firms exhibit a positive and significant cash flow sensitivity of cash, while large 

public firms exhibit no significant sensitivity. These findings reflect the notion that small public 

firms, which tend to be young, less well known, and with little reputation, are more financially 

constrained than large public firms.  

In columns 4 through 6, I replicate the same analysis using the private firms in my baseline 

sample. The cash flow sensitivity of cash of private firms is positive and significant, but its size is 

less than a third of the estimated sensitivity for small public firms. Interestingly, the sensitivity of 

private firms seems to be largely independent of their size.43 

In order to directly compare the cash flow sensitivity of cash of public and private firms, in 

columns 7 through 9 I combine data on public and private firms. I allow their cash flow sensitivity to 

differ by interacting cash flow with a dummy variable that equals one if a firm is public. In column 7, 

I use all public and private firms in my baseline sample, while in columns 8 and 9 I match public and 

private firms similarly as in Section 3.3.1 (i.e., in column 8, I use local linear propensity score 

matching; in column 9, I use nearest-neighbor matching on size and industry). Matching allows me to 

                                                 
43 Following Almeida et al. (2004), I report standard R2’s. This implies that the R2’s for private firms cannot be directly 
compared to those for public firms, as the average panel length for private firms is shorter than for public firms.  
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compare the cash flow sensitivity of cash of public and private firms of similar size and other 

characteristics. Thus, if not for their different listing status, the matched firms should face similar 

financial constraints. 

My results are consistent with the prediction that disclosure costs impose financial constraints on 

public firms. Indeed, the cash flow sensitivity of cash of public firms is significantly higher than that 

of private firms, and the difference is greatest when public and private firms are matched. The results 

show that the largest private firms, those of similar size as public firms, exhibit no significant cash 

flow sensitivity of cash.  

Overall, these results are consistent with the notion that public firms of small and medium size 

face important financial constraints, due to the combination of two factors: They do not have an 

established reputation and so they need to persuade investors of their value, but they face a ‘two-

audiences’ problem when communicating with them. On the other hand, when private firms of 

similar size need to raise capital, they can selectively communicate to investors all the necessary 

information to accurately value the firms; as a result, they do not need to hoard cash for a ‘rainy day’. 

5. Conclusions 

My aim in this paper is to analyze why most medium and large-size firms in the U.S. choose to 

remain private, despite the fact that stock market-listed firms enjoy access to a deep pool of relatively 

cheap capital. I show that an important cost of being public is that listed firms are subject to the 

SEC’s Regulation Fair Disclosure (Regulation FD), which prohibits the selective disclosure of 

material information by public firms. This induces a ‘two-audiences’ problem for public firms: while 

disclosing information reduces information asymmetry among investors and lowers a firm’s cost of 

capital, the information may be exploited by product-market competitors.  

My model predicts that, in order to limit the disclosure costs associated with raising capital, 

public firms, but not private ones, optimally hoard cash. I am able to empirically test this prediction 

using a rich new dataset on private U.S. firms (and standard data on public firms), and I indeed find 

that public firms hold more cash than private firms. This is a new stylized fact that is robust to several 
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ways of addressing the endogeneity of the going-public decision, including matching, exploiting 

within-firm variation, and instrumental variables. The difference between the cash holdings of public 

and private firms is large, exceeding ten percentage points, and as predicted by my model, it increases 

in industry disclosure costs, returns on capital, and cash flow volatility.  

However, holding cash is costly, and thus public firms cannot hold enough cash to completely 

eliminate disclosure costs. My model shows that, as a result, the value of being public decreases in 

industry disclosure costs and information asymmetry. On the other hand, firms in industries that 

require a large scale to operate efficiently benefit the most from having access to the low-cost capital 

available through the public equity markets. I test these predictions at the industry level, by 

examining the relative distribution of public firms across industries in the U.S. economy, and at the 

firm level. In both cases, I find strong support for my predictions.  

My analysis shows that, by banning selective communications between firms and investors, 

regulations such as the SEC’s Regulation FD impose disclosure costs on public firms. However, this 

finding should not be interpreted as implying that eliminating these regulations would be welfare 

enhancing. Indeed, Regulation FD helps create a level playing field for investors, and this is arguably 

an important reason why stock market investors are willing to supply their savings at relatively low 

cost. Determining the socially optimal degree of investor protection in the financial markets is an 

exciting avenue for future research.
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Appendix A 

Proof of Lemma 1.  

Let 0

Pubs  denote the number of shares that a public firm needs to issue in period 0 to raise 

0E k ck= + .  

If the firm carries out an SEO in period 1, then it has to issue ( )1

SEOs ρ  shares, where ( )1

SEOs ρ  

satisfies 

( )
( )

( )( ) ( )1

0 1

1 1
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Pub SEO

s
zk c k

s s

ρ
τ γ ρ

ρ
− − = −

+ +
. 

Note that I normalize the initial number of shares of the firm to one, and assume that this one share is 

retained by the entrepreneur. Therefore, it follows that 

( )
( )( )

( ) ( ) ( )
0

1

1

1 1

Pub

SEO
c s

s
z c

ρ
ρ

τ γ ρ

− +
=

− − − −
. 

In this case, in period 1 the entrepreneur knows that she will receive the following dividend from the 

firm 

( )
( )( ) ( ) ( ) ( )( )

0 1 0

1 1
1 1 1 1

1 1Pub SEO Pub
zk z c k

s s s
τ γ τ γ ρ

ρ
− − = − − − −

+ + +
.                                (A1) 

On the other hand, suppose that the firm carries out a PIPE in period 1 and that investors agree to 

fund it. Then it has to issue ( )1

PIPEs ρ  shares, where ( )1

PIPEs ρ  satisfies 

( )
( )

( ) ( ) ( )1

0 1

1 1
1
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s
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s s

ρ
µ τ ρ
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− − = −
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Hence, we have that 
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s
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µ τ ρ

− +
=
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In this case, the dividend that the entrepreneur will receive from the firm is 
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( )
( ) ( ) ( )

0 1 0
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s s s
τ τ ρ

µρ
 
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.                                           (A2) 

Therefore, an SEO is preferable to a PIPE if and only if 

( )( ) ( ) ( ) ( ) ( )1 1
1 1 1 1

1
z c z c c z S

µ
τ γ ρ τ ρ ρ γ τ

µ µ
−

− − − − ≥ − − − ⇔ − ≥ − =
−

.                                 

Finally, note that if PubL ρ=  and the firm carries out an SEO, it follows from equation (A1) that 

the dividend that the entrepreneur will receive from the firm is ( )0/ 1 Pubck s+ . Therefore, for 

PubLρ > , it is optimal to liquidate the firm in period 1, thus allowing shareholders to recover the 

firm’s precautionary cash holdings ck during the liquidation process.  

Regarding Footnote 19 in the main body of the text, note that Lemma 1 shows that the firm will 

choose to raise capital through a PIPE if and only if ( )1
1c z

µ
ρ γ τ

µ
−

− < − . In such case, given the 

assumption that γ µ< , it follows that 

( ) ( ) ( )( )1
1 1 1c k zk zk

µ
ρ γ τ µ τ

µ
−

− < − < − − . 

That is, the maximum dividend that PIPE investors can expect to receive from a firm (provided that 

they are offered enough shares) is greater than the maximum amount of capital a firm will be willing 

to raise through a PIPE.                                                                                                                          ■ 

 

Proof of Proposition 1. 

Let ( )PublicV c  denote the entrepreneur’s period 0 valuation of a public firm that follows the 

optimal financing policy in period 1 (described in Lemma 1), assuming that the firm raises ck units of 

precautionary cash in period 0. Assuming that period 1 PIPE investors are willing to fund the firm 

regardless of c, it follows from equations (A1) and (A2) that ( )PublicV c  can be written as 
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And thus we have that 
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In such case, the value of c that maximizes ( )PublicV c  needs to verify the following expression: 
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This condition is necessary and sufficient, given that ( )f ρ  is non-increasing and thus ( )PublicV c  is 

concave. Indeed, note that 
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( ) ( ) ( )( )
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In the model’s Perfect Bayesian Equilibrium, period 1 investors’ beliefs are such that if a firm has 

raised ˆc c≠  in period 0 and is attempting to raise capital in period 1 through a PIPE, they believe 

that the firm is a failed firm with probability one, and therefore refuse to fund it. Therefore, if ˆc c≠ , 

a public firm’s only financing option in period 1 is an SEO. In the extended version of the model, I 

show that the entrepreneur’s equilibrium valuation of a public firm, ( )Public

EV c , is such that 

( ) ( )ˆ ˆPublic Public

EV c V c= . In addition, I show that the fact that ˆc c=  maximizes ( )PublicV c  implies that it 

also maximizes ( )Public

EV c . 

On the other hand, the entrepreneur’s valuation of a firm that stays private is 
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where I use that 
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In this case, 0

Pris  is characterized by 
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This implies that 
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Therefore, if 0c > , it follows that 
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This proves that it is optimal for a private firm to hold no precautionary cash as long as 0τ > .          ■ 

 

Proof of Proposition 2. 

The optimal precautionary cash policy for a public firm is implicitly defined by equation (1), 

which can be written as follows 

( ) ( )
0

 0
1

c c S

c
F f d f d

µ
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µ

+
− =
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Applying the implicit function theorem, we have that 
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x c x

−
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, where { },x zγ∈ . 
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∂
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, 

given that ( )f ρ  is non-increasing.  

Thus, Proposition 2 follows from the following results: 

a) ( )( )ˆ
ˆ| 1 0c c

F
f c S zτ

γ =

∂
= − + − <

∂
 

b) ( ) ( )ˆ
ˆ| 1 0c c

F
f c S

z
γ τ=

∂
= − + − <

∂
 

c) Under the assumptions that ρ  follows a normal distribution ( )20,N σ truncated at 0 and 

[ ]z z E ρ= +ɶ , equation (4) can be written as: 
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Proof of Proposition 3. 

Substituting the optimal precautionary cash policy ĉ  into equation (A3), it follows that the 

entrepreneur’s return on investment of a firm that goes public in period 0 is 
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Analogously, substituting the optimal zero precautionary cash policy into equation (A4), it follows 

that the entrepreneur’s value of a firm that stays private is 
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Therefore, the difference reads  
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The three parts of Proposition 3 follow from the previous expression:  

a) Given that Privater  does not depend on γ , it suffices to show that Publicr  is decreasing in γ : 
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b) As before, given that Privater  does not depend on µ , it suffices to show that Publicr  is decreasing 

in µ . Note first that, defining F as in the proof of Proposition 2, it follows that 
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c) In this case, given that Publicr  does not depend on k, it suffices to show that Privater  is decreasing 

in k: 

( )( ) ( )2

2
0

1 0
PriPrivate
Lr

z f d
k

λδ τ ρ ρ
∂

= − − <
∂ ∫  

   ■ 
 

 

 



 54 

Figure 3. Propensity Scores of Public and Private Firms: Baseline and Matched Samples. 
The top graph shows the distribution of propensity scores for private firms (below the abscissa) and public firms (above the abscissa) in 
my baseline sample of firms with average sales of at least $5 million (specifically, the figure focuses on the sample for which industry 
concentration is available as a measure of disclosure costs). The propensity scores are based on log sales, cash flow, sales growth, and 
industry. Similarly, the bottom graph shows the distribution of propensity scores after matching public and private firms using local 
linear propensity score matching. The width of the histogram bins is set to 0.05.  
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Figure 4. Size Distribution of Public and Private firms: Baseline and Matched Samples. 
The top graph shows the size distribution of the public and private firms in my baseline sample of firms with average sales of at least 
$5 million. The bottom graph shows the size distribution of the public and private firms after matching public and private firms by 
industry and sales using nearest-neighbor matching (specifically, the graph focuses on the sample for which industry concentration is 
available as a measure of disclosure costs). The graphs present, for each set of firms, Epanechnikov kernel densities of the natural 
logarithm of sales in $ millions of 2005 purchasing power. The width of the kernel density window around each point is set to 0.4. 
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Table 1. Descriptive Statistics. 
This table presents descriptive statistics for the public and private firms in my baseline sample of U.S. firms with average annual real 
sales of at least $5 million during the sample period (2002-2008). The main data source for public firms is the CRSP-Compustat 
database, while for private firms it is Sageworks. The table reports means, medians, and standard deviations of the key variables used 
in my empirical analysis. Throughout, I winsorize cash over assets and leverage so that they are between zero and one, while all other 
variables are 1% winsorized (winsorization follows Bates et al. (2009)). Note that the actual sample size used when computing these 
descriptive statistics depends on data availability, and thus it is not the same for all variables. For variable definitions, see the main text.   

 

 

 Public firms  Private firms 

  mean median std. dev.   mean median std. dev. 

        

Industry disclosure cost        

   Patenting intensity (absolute value) 0.778 0.656 0.678  0.375 0.000 0.573 

   Information leakage (absolute value) 0.774 0.693 0.696  0.665 0.693 0.694 

   Industry concentration (C4) 0.317 0.326 0.159  0.214 0.177 0.159 

   Industry concentration (HHI) 0.050 0.050 0.040  0.030 0.017 0.037 

        

Industry information asymmetry        

   Analyst forecast error 0.007 0.003 0.033  0.011 0.003 0.039 

   Analyst forecast dispersion 0.030 0.020 0.046  0.041 0.020 0.075 

        

Industry minimum efficient scale        

   Median log prop., plant, and equip. 2.441 2.090 1.627  1.014 0.776 0.915 

        

Other industry characteristics        

   Industry return on capital 1.664 1.523 0.666  1.349 1.206 0.641 

   Industry cash flow volatility 0.089 0.095 0.038  0.058 0.048 0.029 

   Industry R&D 0.252 0.027 0.613  0.029 0.000 0.168 

   Industry acquisitions 0.026 0.021 0.023  0.032 0.022 0.038 

        

Cash holdings        

   Cash / assets 0.219 0.131 0.228  0.115 0.057 0.147 

   Cash / sales 0.369 0.125 0.571  0.052 0.020 0.110 

   Cash / net assets 0.483 0.151 0.794  0.182 0.060 0.371 

        

Firm characteristics        

   Total assets ($m) 1,510.978 312.662 2,912.927  19.841 5.092 283.877 

   Total sales ($m) 1,411.775 282.138 2,688.003  33.655 12.266 266.640 

   Cash flow 0.017 0.065 0.199  -0.013 0.048 0.506 

   Negative cash flow dummy 0.243 0.000 0.429  0.353 0.000 0.478 

   Sales growth 0.152 0.085 0.440  0.150 0.078 0.421 

   Investment 0.028 0.020 0.101  0.036 0.016 0.103 

   Working capital 0.280 0.254 0.246  0.238 0.229 0.298 

   Leverage (book) 0.203 0.150 0.219  0.238 0.142 0.262 

   Dividend dummy 0.270 0.000 0.444  0.126 0.000 0.332 

        

No. observations 21,767    52,815   

No. firms 4,322    18,476   
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Table 2. The effect of industry characteristics on a firm’s listing status. 
This table examines the effect that industry characteristics have on a firm’s public or private status, estimating equation (3) in the text 
using a probit model. Each regression includes an intercept and year effects (not reported for brevity). Heteroskedasticity-robust 
standard errors clustered at the firm level are shown in italics underneath the coefficient estimates. I use ***, **, and * to denote 
significance at the 1%, 5%, and 10% level (two-sided), respectively. 
 
 

 Dependent variable: Public = 1, Private = 0   (Probit model) 

  (1)   (2)   (3)  (4) 

        

Industry disclosure cost       

   Patenting intensity -0.321***  -0.301***    

 0.020  0.019    

   Information leakage     -0.128*** -0.195*** 

     0.023 0.024 

Industry information asymmetry       

   Analyst forecast error -0.875***    -1.906***  

 0.250    0.293  

   Analyst forecast dispersion   -2.176***   -3.057*** 

   0.405   0.492 

Industry minimum efficient scale       

   Median log property, plant, and equipment 0.437***  0.437***  0.419*** 0.417*** 

 0.010  0.010  0.015 0.014 

       

Industry R&D 0.775***  0.763***    

 0.048  0.046    

        

Pseudo R2 27.6%  27.3%  20.1% 20.8% 

Wald test: all coefficients = 0 (χ2) 9,226.7***  8,883.9***  3,868.6*** 3,984.4*** 

No. observations 74,582  71,442  35,132  34,950 

No. firms 22,798  22,111  10,160  10,135 
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Table 4. Comparing the cash policies of public and private firms: Baseline results. 
This table compares the cash policies of public and private firms, estimating equation (5) in the text. Each regression includes an 
intercept and year effects (not reported for brevity). Heteroskedasticity-robust standard errors clustered at the firm level are shown in 
italics beside the coefficient estimates. I use ***, **, and * to denote significance at the 1%, 5%, and 10% level (two-sided), 
respectively. 

 
 

 Dependent variable: cash / assets 

 (1)  (2)  (3)  (4) 

  coeff.  s.e.   coeff.  s.e.   coeff.  s.e.   coeff.  s.e. 

            

Public 0.125*** 0.006  -0.010 0.010  0.133*** 0.007  0.018 0.013 

            

Industry disclosure cost            

   industry concentration 0.017** 0.007  -0.023*** 0.008       

   information leakage       0.004 0.003  -0.007*** 0.003 

   … x public    0.093*** 0.016     0.031*** 0.006 

Industry return on capital 0.017*** 0.002  0.009*** 0.002  0.032*** 0.004  0.017*** 0.004 

   … x public    0.031*** 0.004     0.038*** 0.007 

Industry cash flow volatility 0.800*** 0.042  0.464*** 0.048  0.518*** 0.058  0.204*** 0.060 

   … x public    0.642*** 0.088     0.704*** 0.115 

            
Cash flow 0.002 0.004  0.012*** 0.004  -0.008 0.005  0.014** 0.006 

… x public    -0.177*** 0.015     -0.221*** 0.018 

Industry R&D 0.078*** 0.006  -0.002 0.008  0.076*** 0.007  0.001 0.010 

… x public    0.057*** 0.010     0.056*** 0.013 

            
Size -0.019*** 0.001  -0.014*** 0.001  -0.019*** 0.001  -0.012*** 0.001 

Working capital (net of cash) -0.167*** 0.006  -0.156*** 0.005  -0.171*** 0.008  -0.157*** 0.007 

Investment -0.107*** 0.009  -0.078*** 0.008  -0.150*** 0.012  -0.107*** 0.011 

Leverage -0.189*** 0.005  -0.193*** 0.005  -0.199*** 0.008  -0.202*** 0.008 

Dividend dummy -0.023*** 0.003  -0.015*** 0.003  -0.029*** 0.004  -0.019*** 0.004 

Industry acquisitions 0.007 0.021  0.004 0.021  -0.233*** 0.048  -0.137*** 0.047 

Industry information asymmetry -0.040** 0.018  -0.049*** 0.018  0.040 0.025  -0.006 0.022 

            

Adjusted R2  33.7%   36.1%   36.3%   39.4%  

Wald test: all coeff. = 0 (F) 244.8***   217.8***   148.0***   140.3***  

No. observations 48,273   48,273   26,509   26,509  

No. firms 17,065   17,065   8,719   8,719  
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Table 5. Cash comparison: Alternative specifications. 
In this table, I analyze the robustness of the results presented in Table 4 to several alternative specifications. In Panel A, I add new 
control variables to those included in columns 2 and 4 of Table 4: a negative cash flow dummy (columns 1 and 2) and industry 
minimum efficient scale (columns 3 and 4). In Panel B, I include the same control variables as in columns 2 and 4 of Table 4, but I 
either restrict the sample (columns 1 through 4) or define some variable differently (columns 5 through 10). Specifically, in column 5 I 
use the Herfindahl-Hirschman index (HHI) for the 50 largest firms to measure industry concentration; given that the HHI is only 
available for manufacturing firms, in column 6 I use C4, C8, C20, and C50 (available for all industries) to compute a simplified version 

of the HHI: ( ) ( )( ) ( )( ) ( )( )2 2 22
HHI cons. = 4 4 / 4 4 8 4 / 4 12 20 8 /12 30 50 20 / 30C C C C C C C+ − + − + − . For brevity, in Panel B I only report 

the estimates that directly test the predictions of my model. The last row in both panels reports the estimated public dummy in the same 
regression shown in the respective column but without any interaction effects (the estimates of the other variables are not reported to 
conserve space). Each regression includes an intercept and year effects (also not reported for brevity). Heteroskedasticity-robust 
standard errors clustered at the firm level are shown in italics either beside (Panel A) or below (Panel B) the coefficient estimates. I use 
***, **, and * to denote significance at the 1%, 5%, and 10% level (two-sided), respectively. 

Panel A.  

 

 Dependent variable: cash / assets 

 (1)  (2)  (3)  (4) 

  coeff.  s.e   coeff.  s.e   coeff.  s.e   coeff.  s.e 

            

Public -0.033*** 0.010  -0.009 0.013  -0.010 0.010  0.016 0.013 

            

Industry disclosure cost            

   industry concentration -0.024*** 0.008     -0.024*** 0.008    

   information leakage    -0.007*** 0.003     -0.007*** 0.003 

   … x public 0.089*** 0.016  0.032*** 0.006  0.091*** 0.016  0.032*** 0.006 

Industry return on capital 0.009*** 0.002  0.016*** 0.004  0.009*** 0.002  0.017*** 0.004 

   … x public 0.030*** 0.004  0.037*** 0.007  0.031*** 0.004  0.038*** 0.007 

Industry cash flow volatility 0.465*** 0.048  0.214*** 0.060  0.464*** 0.048  0.199*** 0.060 

   … x public 0.605*** 0.087  0.640*** 0.114  0.645*** 0.088  0.710*** 0.116 

            
Cash flow 0.007 0.005  0.008 0.008  0.011*** 0.004  0.014** 0.006 

… x public -0.068*** 0.016  -0.101*** 0.020  -0.177*** 0.015  -0.221*** 0.018 

Negative cash flow dummy -0.011*** 0.003  -0.011** 0.005       

… x public 0.086*** 0.008  0.098*** 0.010       

Industry R&D -0.002 0.008  0.001 0.010  -0.002 0.008  0.001 0.010 

… x public 0.056*** 0.010  0.055*** 0.012  0.057*** 0.010  0.056*** 0.013 

            
Size -0.013*** 0.001  -0.011*** 0.001  -0.015*** 0.001  -0.013*** 0.001 

Working capital (net of cash) -0.154*** 0.005  -0.154*** 0.007  -0.155*** 0.005  -0.156*** 0.008 

Investment -0.077*** 0.008  -0.102*** 0.011  -0.079*** 0.008  -0.108*** 0.011 

Leverage -0.192*** 0.005  -0.202*** 0.007  -0.193*** 0.005  -0.203*** 0.008 

Dividend dummy -0.011*** 0.003  -0.015*** 0.004  -0.015*** 0.003  -0.019*** 0.004 

Industry acquisitions 0.009 0.021  -0.121*** 0.047  0.005 0.021  -0.132*** 0.046 

Industry inform. asymmetry -0.056*** 0.018  -0.008 0.022  -0.049*** 0.018  -0.003 0.022 

Industry minimum efficient scale       0.001 0.001  0.001 0.001 

            

Adjusted R2 36.7%   40.2%   36.1%   39.4%  

Wald test: all coeff. = 0 (F) 207.1***   135.0***   209.2***   134.8***  

No. observations 48,273   26,509   48,273   26,509  

No. firms 17,065   8,719   17,065   8,719  

            
0.123*** 0.005  0.130*** 0.007  0.125*** 0.006  0.134*** 0.007 Public dummy estimate in model 

w. no interaction effects                       
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Table 6. Cash comparison: Matching. 
This table compares the cash policies of public and private firms (equation (5) in the main text), matching public and private firms. 
Panel A presents results using local linear propensity score matching, with the propensity scores based on size, cash flow, sales growth, 
and industry (5-digit NAICS). Each regression includes an intercept and year effects (not reported for brevity). Standard errors are 
bootstrapped to account for matching-induced variance (500 replications) and are shown in italics beside the coefficient estimates. The 
matching algorithm in Panel B follows Asker, Farre-Mensa, and Ljungqvist (2010a): It matches on size and industry (four-digit 
NAICS) using nearest-neighbor matching with resampling. In panel B, industry concentration is measured at the four-digit NAICS 
level, the same level at which industries are matched. Each regression includes an intercept and year effects (not reported for brevity). 
Heteroskedasticity-robust standard errors clustered at the firm level are shown in italics beside the coefficient estimates. In both Panels 
A and B, I use ***, **, and * to denote significance at the 1%, 5%, and 10% level (two-sided), respectively. 
 
 

Panel A. Local linear propensity score matching 

 Dependent variable: cash / assets 

 (1)  (2)  (3)  (4) 

  coeff.  s.e.   coeff.  s.e.   coeff.  s.e.   coeff.  s.e. 

            

Public 0.113*** 0.013  -0.081*** 0.028  0.112*** 0.016  -0.097*** 0.036 

            

Industry disclosure cost            

   industry concentration 0.045** 0.020  -0.040 0.050       

   information leakage       0.012 0.008  -0.006 0.017 

   … x public    0.097* 0.053     0.028 0.018 

Industry return on capital 0.031*** 0.006  -0.010 0.015  0.058*** 0.011  0.024 0.021 

   … x public    0.052*** 0.016     0.044** 0.020 

Industry cash flow volatility 0.924*** 0.107  0.631** 0.279  1.092*** 0.172  0.222 0.352 

   … x public    0.385 0.290     1.097*** 0.372 

            
Cash flow -0.056*** 0.012  -0.004 0.011  -0.067*** 0.017  -0.033* 0.017 

… x public    -0.153*** 0.020     -0.141*** 0.031 

Industry R&D 0.032*** 0.009  -0.018 0.015  0.033*** 0.012  -0.019 0.018 

… x public    0.088*** 0.017     0.087*** 0.022 

            
Size -0.003 0.003  -0.005 0.003  0.012*** 0.004  0.011*** 0.004 

Working capital (net of cash) -0.244*** 0.018  -0.224*** 0.017  -0.256*** 0.025  -0.223*** 0.022 

Investment -0.175*** 0.032  -0.116*** 0.024  -0.207*** 0.038  -0.156*** 0.027 

Leverage -0.287*** 0.023  -0.287*** 0.020  -0.331*** 0.024  -0.322*** 0.020 

Dividend dummy -0.053*** 0.008  -0.027*** 0.009  -0.036*** 0.013  -0.001 0.013 

Industry acquisitions -0.141 0.086  -0.204*** 0.075  -0.523*** 0.167  -0.516*** 0.153 

Industry information asymmetry -0.108* 0.057  -0.072 0.053  -0.061 0.039  -0.004 0.040 

            

Adjusted R2  38.5%   44.0%   41.0%   47.1%  

Wald test: all coeff. = 0 (F) 108.3***   134.1***   75.3***   104.5***  

No. observations 34,212   34,212   14,848   14,848  

No. firms 11,166   11,166   4,662   4,662  
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Panel B. Nearest-neighbor matching on industry and size 

 

 Dependent variable: cash / assets 

 (1)  (2)  (3)  (4) 

  coeff.  s.e.   coeff.  s.e.   coeff.  s.e.   coeff.  s.e. 

            

Public 0.121*** 0.011  -0.073** 0.029  0.131*** 0.013  -0.037 0.027 

            

Industry disclosure cost            

   industry concentration -0.003 0.029  -0.075 0.047       

   information leakage       0.016* 0.010  -0.002 0.013 

   … x public    0.150*** 0.058     0.040*** 0.015 

Industry return on capital 0.023*** 0.007  0.001 0.010  0.048*** 0.012  0.023 0.015 

   … x public    0.035*** 0.011     0.038** 0.015 

Industry cash flow volatility 0.988*** 0.169  0.668** 0.280  0.964*** 0.181  0.588*** 0.218 

   … x public    0.660** 0.323     0.874*** 0.289 

            
Cash flow -0.090*** 0.016  -0.020 0.018  -0.118*** 0.013  -0.025 0.016 

… x public    -0.118*** 0.024     -0.139*** 0.027 

Industry R&D 0.033*** 0.011  -0.018 0.014  0.028** 0.012  -0.031** 0.014 

… x public    0.092*** 0.018     0.106*** 0.018 

            
Size  0.008** 0.004  0.005 0.004  0.014*** 0.004  0.010*** 0.004 

Working capital (net of cash) -0.223*** 0.025  -0.204*** 0.023  -0.212*** 0.024  -0.205*** 0.023 

Investment -0.156*** 0.043  -0.105*** 0.025  -0.166*** 0.042  -0.128*** 0.026 

Leverage -0.294*** 0.021  -0.298*** 0.018  -0.285*** 0.026  -0.289*** 0.020 

Dividend dummy -0.020 0.020  -0.002 0.021  0.007 0.018  0.033* 0.018 

Industry acquisitions -0.200* 0.111  -0.232** 0.106  -0.597*** 0.226  -0.622*** 0.209 

Industry information asymmetry 0.094 0.164  0.078 0.161  -0.179* 0.096  -0.267*** 0.089 

            

Adjusted R2  39.3%   44.8%   43.2%   49.2%  

Wald test: all coeff. = 0 (F) 77.7***   99.6***   61.3***   84.8***  

No. observations 13,782   13,782   9,484   9,484  

No. firms 3,198   3,198   1,964   1,964  
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Table 7. Cash comparison: IPO sample. 
This table examines changes in cash holdings around the IPO for a particular sample of 98 IPO firms: firms that go public for the sole 
purpose of allowing existing shareholders to cash out. This ensures that the IPO proceeds do not mechanically increase the firms’ cash 
holdings. To be part of the sample, the IPO needs to have taken place between 1990 and 2007. In columns 1 through 3, I include firm 
and year fixed effects (not reported for brevity). Heteroskedasticity-robust standard errors are shown in italics underneath the 
coefficient estimates. In columns 4 and 5, I match each IPO firm to up to five already public firms (matching is on industry and size, 
and it is done the first year that the IPO firm is in the sample). Regressions 4 and 5 include an intercept and year effects (also not 
reported for brevity); heteroskedasticity-robust standard errors clustered at the firm level are shown in italics underneath the coefficient 
estimates. In columns 3 through 5, additional control variables include size, sales growth, cash flow, investment, and industry cash flow 
volatility. I use ***, **, and * to denote significance at the 1%, 5%, and 10% level (two-sided), respectively. 

 
 
 Dependent variable: cash / assets 

  

 
Own difference 

 

Comparison 
with matched controls 

  (1)   (2)   (3)   (4)   (5) 

          

Pre-IPO (all years)       -0.070***   

       0.012   

Year >3 Pre-IPO         -0.072*** 

         0.019 

Year 3 Pre-IPO          -0.086*** 

         0.013 

Year 2 Pre-IPO          -0.070*** 

         0.013 

Year 1 Pre-IPO (last year before IPO)         -0.054*** 

         0.015 

Post-IPO (all years) 0.045***    0.040***  0.000   

 0.008    0.009  0.017   

Year 1 Post-IPO (first year after IPO)    0.050***      -0.009 

   0.011      0.016 

Year 2 Post-IPO    0.038***      -0.013 

   0.011      0.016 

Year 3 Post-IPO    0.043***      0.001 

   0.012      0.018 

Year >3 Post-IPO   0.028**      0.006 

   0.014      0.020 

          

Additional control variables No  No  Yes  Yes  Yes 

Firm fixed effects Yes  Yes  Yes  No  No 

Year fixed effects Yes  Yes  Yes  Yes  Yes 

          

R
2 (1-3: within / 4-6: adjusted) 15.6%  15.8%  18.1%  16.5%  16.4% 

No. observations 1,080  1,080  1,080  5,344  5,344 

No. firms 98  98  98  463  463 
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Table 8. Cash comparison: Instrumental variables. 
This table compares the cash policies of public and private firms (equation (5) in the main text), instrumenting a firm’s public or 
private status. As explained in the main text, I use a firm’s location and its industry minimum efficient scale as source of identification. 
Each regression includes an intercept and year effects (not reported for brevity) and is estimated by GMM. Heteroskedasticity-robust 
standard errors clustered at the firm level are shown in italics beside the coefficient estimates. I use ***, **, and * to denote 
significance at the 1%, 5%, and 10% level (two-sided), respectively. 

 
 

 Dependent variable: cash / assets 

 (1)  (2)  (3)  (4) 

  coeff.  s.e.   coeff.  s.e.   coeff.  s.e.   coeff.  s.e. 

            

Public 0.450*** 0.034  0.265*** 0.035  0.378*** 0.038  0.316*** 0.046 

            

Industry disclosure cost            

   industry concentration 0.001 0.010  -0.091*** 0.012       

   information leakage       0.002 0.003  -0.009** 0.003 

   … x public    0.235*** 0.024     0.028*** 0.007 

Industry return on capital 0.003 0.002  0.001 0.002  0.007 0.006  0.002 0.006 

   … x public    0.016*** 0.005     0.013 0.009 

Industry cash flow volatility 0.202** 0.079  -0.127 0.088  0.055 0.093  -0.413*** 0.118 

   … x public    0.837*** 0.109     1.000*** 0.146 

            
Cash flow 0.016*** 0.004  0.023*** 0.004  0.008 0.006  0.032*** 0.007 

… x public    -0.104*** 0.036     -0.185*** 0.038 

Industry R&D 0.063*** 0.006  -0.127*** 0.036  0.075*** 0.007  -0.152*** 0.049 

… x public    0.187*** 0.037     0.221*** 0.051 

            
Size -0.065*** 0.005  -0.060*** 0.005  -0.053*** 0.005  -0.054*** 0.006 

Working capital (net of cash) -0.144*** 0.007  -0.132*** 0.006  -0.156*** 0.009  -0.140*** 0.009 

Investment -0.043*** 0.012  -0.022* 0.012  -0.115*** 0.015  -0.066*** 0.015 

Leverage -0.139*** 0.008  -0.145*** 0.008  -0.155*** 0.010  -0.149*** 0.011 

Dividend dummy -0.022*** 0.004  -0.015*** 0.004  -0.021*** 0.005  -0.008* 0.005 

Industry acquisitions 0.067*** 0.024  0.045** 0.023  -0.147*** 0.054  -0.050 0.055 

Industry information asymmetry -0.051** 0.024  -0.062*** 0.024  0.098*** 0.032  0.080** 0.032 

            

Underident. test: K-P rk LM stat. 299.0   242.3   198.8   151.6  

Weak ident. test: K-P rk Wald F stat. 315.6   42.0   223.9   27.1  

Adjusted R2  13.9%   17.1%   25.7%   22.5%  

Wald test: all coeff. = 0 (F) 218.1***   186.7***   140.8***   125.1***  

No. observations 48,252   48,252   26,485   26,485  

No. firms 17,060   17,060   8,713   8,713  
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