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1 Models with Strictly Exogenous and Lagged Dependent Variables

1.1 The Nature of the Model

In this section we extend the fixed effect model with strictly exogenous regressors to include lags of the

dependent variable, allowing for error serial correlation of unknown form. The prototypical equation

takes the form

yit = αyi(t−1) + x
0
itβ + ηi + vit, (1)

together with the assumption

E (vit | xi1, ..., xiT , ηi) = 0 (t = 1, ..., T ) . (2)

An equation of this type might also contain lags of x and/or additional lags of y, but (1) captures

the essential feature of the model that we wish to discuss. Namely, a dynamic effect of x on y for

which the speed of adjustment is governed by the coefficient of lagged y.

Assumption (2) implies that x is uncorrelated to past, present and future values of v, and hence it

is a strictly exogenous variable. It does not rule out correlation between x and the individual effect η.

Lagged y will be correlated by construction with η and with lagged v, but it may also be correlated

with contemporaneous v if v is serially correlated, which is not ruled out by (2). Thus, lagged y is

effectively an endogenous explanatory variable in equation (1) with respect to both η and v.

Examples include partial adjustment models of firm investment or labour demand, and household

consumption or labour supply models with habits. In these applications the coefficient α captures

the magnitude of adjustment costs or the extent of habits. It therefore has a structural significance.

Moreover, there are often reasons to expect serial correlation in the transitory errors v of the economic

model. In those cases lagged y must be treated as an endogenous explanatory variable.

Assumption (2) implies that for all t and s

E
£
xis
¡
∆yit − α∆yi(t−1) −∆x0itβ

¢¤
= 0. (3)

Thus, the model generates internal moment conditions that, subject to a rank condition, will ensure

identification in spite of serial correlation of unspecified form and the endogeneity of lagged y. Essen-
1This is an abridged version of Part III in Arellano (2003).

1



tially, we are exploiting the strict exogeneity of x in order to use lags and leads of x that do not have

a direct effect on ∆yit as instruments for ∆yi(t−1).

For example, if the model contains the contemporaneous and first lag of a scalar variable x and

T = 3, we have three instruments x1, x2 and x3 for the single equation in first differences

y3 − y2 = α (y2 − y1) + β0 (x3 − x2) + β1 (x2 − x1) + (v3 − v2) , (4)

so that the coefficients α,β0,β1 are potentially just-identifiable from the moment conditions E (xis∆vi3) =

0, (s = 1, 2, 3).

The models in this section should not be regarded as an extension of the pure autoregressive model.

The purpose of AR models is to capture time series dependence, so that it is natural to start with

serially uncorrelated errors. Here, however, lagged y appears in a structural role, and we consider

models where its effect is identified regardless of serial correlation.

1.2 An Example: Cigarette Addiction

As an illustration, we consider Becker, Grossman, and Murphy (1994)’s analysis of cigarette consump-

tion for US state panel data. The empirical model is

cit = θci(t−1) + βθci(t+1) + γpit + ηi + δt + vit (5)

where:

cit = Annual per capita cigarette consumption in packs by state.

pit = Average cigarette price per pack.

θ = A measure of the extent of addiction (for θ > 0).

β = Discount factor.

Becker et al. are interested in testing whether smoking is addictive by considering the response of

cigarette consumption to tax-induced exogenous changes in cigarette prices.

Equation (5) can be obtained as an approximation to the first-order conditions of utility maximiza-

tion in a life-cycle model with certainty and habits, in which utility in period t depends on cigarette

consumption in t and t−1. The degree of addiction is measured by θ, which will be positive if smoking
is addictive. Furthermore, the price coefficient γ should be negative due to concavity of the utility.

With certainty, the marginal utility of wealth is constant over time but not cross-sectionally. The

state specific intercept ηi is intended to capture such variation, although according to the theory γ

would also be a function of the marginal utility of wealth. Finally, the δt’s represent aggregate shocks,

possibly correlated with prices, which are treated as period specific parameters.

Equation (5) captures the fact that addictive behaviour implies that past consumption increases

current consumption, holding the current price and the marginal utility of wealth fixed. Moreover,

a rational addict will decrease current consumption in response to an anticipated decrease in future

consumption.
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The errors vit represent unobserved life-cycle utility shifters, which are likely to be autocorrelated.

Therefore, even in the absence of addiction (θ = 0) and serial correlation in prices, we would expect

to find dependence over time in cit. As spelled out below, current consumption depends on prices

in all periods through the effects of past and future consumption, but it is independent of past and

future prices when ci(t−1) and ci(t+1) are held fixed. Exploiting this fact, the strategy of Becker et

al. is to identify θ, β, and γ from the assumption that prices are strictly exogenous relative to the

unobserved utility shift variables, which enables them to use lagged and future prices as instrumental

variables. The required exogenous variation in prices comes from changes in cigarette tax rates. A

crucial ingredient of this identification arrangement is the assumption that agents are able to anticipate

future prices without error.

Becker, Grossman, and Murphy use annual US state data over the period 1955-1985 (N = 50,

T = 31). Price variation arising from differences in excise taxes on cigarettes across states and time is

an essential source of exogenous variation in this exercise. In addition, thanks to the panel nature of

the data, the aggregate component of the errors can be held fixed through the use of time dummies. For

these reasons a similar exercise with aggregate time series data, although technically possible, would

lack the empirical justification for using prices as instruments that the state-level analysis has. On the

other hand, individual-level panel data, while potentially useful in characterizing heterogeneity in the

degree of addiction, would not add identifying content to the model if the only source of exogenous

price variation remained state-level differences in fiscal policies.

Relation to the Joint Process of Consumption and Prices Finally, it is instructive to con-

sider the statistical nature of model (5) and its relation to the bivariate autoregressive representation

of the joint process of cit and pit. Letting uit be the composite error term in (5), and L and L−1

denote the lag and forward operators, respectively, the equation can be written as¡
1− θL− βθL−1

¢
cit = γpit + uit (6)

or

θ

λ
(1− λL)

¡
1− βλL−1

¢
cit = γpit + uit (7)

where λ is the stable root of the equation βθλ2−λ+θ = 0. Thus, we can express current consumption

as a function of past and future prices of the form

cit = γ
∞X

j=−∞
ψjpi(t+j) +

∞X
j=−∞

ψjui(t+j) (8)

where the coefficients ψj are functions of θ and β.

Equation (8) is a regression of cit on past and future prices. Becker et al.’s model is effectively

placing a set of restrictions on the coefficients of this regression. Aside from stationarity, the error
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process is left unrestricted, and so is the price process. In conjunction with univariate processes for u

and p one can obtain the autoregressive or moving average representations of the joint process of cit

and pit.

It is interesting to note that while p is a strictly exogenous variable relative to v in equation (5),

it is nevertheless Granger-caused by c. What is meant by this is that, regardless of the form of the

univariate process of p, as long as ψj 6= 0 for some j > 0 the projection of p on lagged p and lagged
c will have nonzero coefficients on some lagged c. Therefore, p would not be described as “strictly

exogenous” in the sense of Sims (1972), even if it is strictly exogenous relative to u in model (5).

Granger non-causality and Sims strict exogeneity will only occur if β = 0, in which case ψj = 0 for all

j > 0, which corresponds to the model with “myopic habits” also considered by Becker et al.

1.3 GMM Estimation

1.3.1 2SLS Estimation from a Large T Perspective

Becker et al. treated the individual effects in (5) as parameters to be jointly estimated with the

remaining coefficients. They employed 2SLS estimators using pi(t−1), pit, pi(t+1), and individual and

time dummies as instrumental variables. This is a natural perspective given the sample size of the

state panel they used where N = 50 and T = 31. It is nevertheless useful to relate this type of

estimators to estimators in deviations in order to exhibit some equivalences and the connection with

the perspective adopted in small T large N environments.

Let the stacked form of a generic model that includes (1) and (5) as special cases be

y =Wδ + Cη + v (9)

where η is an N × 1 vector of individual effects and C = IN ⊗ ιT is an NT ×N matrix of individual

dummies. The NT -row matrix of explanatory variables W will contain observations of yi(t−1) and xit

in model (1), and of ci(t−1), ci(t+1), pit and time dummies in model (5). Moreover, let Z be an NT -row

matrix of instruments with at least as many columns as W . In a version of Becker’s et al. example

Z contains pi(t−1), pit, pi(t+1) and time dummies, whereas in model (1) it may contain observations of

xit, xi(t−1), ..., xi(t−j) for some given j, and the actual value of T will be adjusted accordingly.

A 2SLS estimator of (δ, η) in (9) using Z and the individual dummies as instruments, Z† = (Z,C)

say, is given byÃ eδeη
!

=

∙
W †0Z†

³
Z†0Z†

´−1
Z†0W †

¸−1
W †0Z†

³
Z†0Z†

´−1
Z†0y

≡
³cW †0cW †

´−1cW †0y (10)

where W † = (W,C) and cW † =
³cW,C´ denotes the fitted value of W † in a regression on (Z,C).

4



The estimator eδ is numerically the same as the within-group 2SLS estimator based on all variables
y, W and Z in deviations from time means:

eδ = hW 0QZ
¡
Z 0QZ

¢−1
Z 0QW

i−1
W 0QZ

¡
Z 0QZ

¢−1
Z 0Qy (11)

where Q = IN ⊗Q and Q is the within-group operator.
We can see this by taking into account that Q = INT − C (C 0C)−1C and using the result from

partitioned regression:

eδ = ³cW 0QcW´−1cW 0Qy. (12)

Since cW is the fitted value in a regression of W on Z and C, it turns out that QcW is the fitted

value in a regression of QW on QZ, which is given by QcW = QZ
¡
Z 0QZ

¢−1
Z 0QW . Substituting this

expression in (12), the equivalence with (11) follows.

The estimator eδ will be consistent as T → ∞ as long as E (zitvit) = 0, so that it will retain

time-series consistency even if zit is only predetermined. Consistency as N →∞ for fixed T , however,

requires that

E [(zit − zi) (vit − vi)] = 0. (13)

Such condition will be satisfied if zit is strictly exogenous for vit as it is the case in both models (1)

and (5). In what follows we consider the estimation of model (1) from a small T , large N perspective.

This will let us provide further discussion of the link with the within-group 2SLS estimator (11).

1.3.2 Optimal IV Estimation in a Small T , Large N Context

Let us rewrite model (1)-(2) with an explicit intercept as

yit = γ0 + w
0
itγ1 + uit =

¡
1, w0it

¢
γ + uit (14)

uit = ηi + vit (15)

E (vit | xi, ηi) = 0 (t = 1, ..., T ) , (16)

where wit =
¡
yi(t−1), x

0
it

¢0, γ1 = ¡α,β0¢0, and γ0 denotes a constant term, so that the individual effect

ηi has been redefined to have zero mean. Also γ = (γ0, γ
0
1)
0 and xi = (x0i0, ..., x

0
iT )

0. Moreover, for

notational convenience we assume that yi0 and xi0 are observed. Thus, we start with a panel with

T + 1 time series observations, but we only have T observations of the vector wit for individual i.

Letting vi = (vi1, ..., viT )
0, yi = (yi1, ..., yiT )

0, and Wi = (wi1, ..., wiT )
0, the unfeasible optimal

instrumental-variable estimator of γ1 based on the conditional moment restriction for the errors in

orthogonal deviations E (v∗i | xi) = 0 is

bγ1UIV =
"
NX
i=1

E
¡
W ∗0
i | xi

¢
Ω−1 (xi)W

∗
i

#−1 NX
i=1

E
¡
W ∗0
i | xi

¢
Ω−1 (xi) y

∗
i (17)
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where Ω (xi) = V ar (v∗i | xi), v∗i = Avi, y∗i = Ayi,W ∗
i = AWi and A denotes the (T − 1)×T orthogonal

deviations transformation matrix. A feasible counterpart requires estimates of E (W ∗
i | xi) and Ω (xi).

The within-group 2SLS estimator corresponding to (11) can be written as

eγ1 =
Ã

NX
i=1

fW ∗0
i W

∗
i

!−1 NX
i=1

fW ∗0
i y

∗
i (18)

where

fW ∗
i = Z

∗
i
eΠ ≡ Z∗i

Ã
NX
i=1

Z∗0i Z
∗
i

!−1Ã NX
i=1

Z∗0i W
∗
i

!
(19)

and Z∗i is a matrix of instruments in orthogonal deviations. Thus, eγ1 is an estimator of the form of

(17) with fW ∗
i and an identity matrix in place of E (W

∗0
i | xi) and Ω (xi), respectively.

For example, if Z∗i contains x
∗
it and x

∗
i(t−1), the instruments used by eγ1 consist of the sample

counterparts of the linear projections

E∗
³
w∗it | x∗it, x∗i(t−1)

´
= π00x

∗
it + π01x

∗
i(t−1) (20)

with the same coefficients for all t. However, in a panel with large N and small T we may consider

estimators based on less restrictive projections of the form

E∗ (w∗it | xi0, ..., xiT ) = π0t0xi0 + ...+ π0tTxiT (21)

with unrestricted coefficients for each t. In contrast with (20), the projection (21) not only depends

on all lags and leads of x, but also the coefficients are period specific. Naturally, in a large T , fixed N

environment it would not be possible to obtain consistent estimates of the coefficients of (21) without

restrictions. Next we turn to consider estimators of this kind.

1.3.3 GMM with the Number of Moments Increasing with T

Let us consider GMM estimators based on the moment conditions E (v∗i ⊗ xi) = 0. Letting Zi =

I(T−1) ⊗ x0i, these estimators take the form

bγ1GMM =

"ÃX
i

W ∗0
i Zi

!
AN

ÃX
i

Z 0iW
∗
i

!#−1ÃX
i

W ∗0
i Zi

!
AN

ÃX
i

Z 0iy
∗
i

!
, (22)

where AN is a weight matrix that needs to be chosen.

The model can be regarded as an incomplete system of (T − 1) simultaneous equations with T
endogenous variables y∗i0, ...,y

∗
i(T−1), a vector of instruments given by xi, and cross-equation restrictions

(since the same coefficients occur in the equations for different periods). From this perspective, a 2SLS

estimator of the system uses

AN =

ÃX
i

Z 0iZi

!−1
= IT ⊗

ÃX
i

xix
0
i

!−1
. (23)
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The difference between this 2SLS estimator and (18) is that the latter uses (20) to form predictions

of w∗it, whereas the former uses period-specific projections on all lags and leads as in (21).

Similarly, a three-stage least squares estimator (3SLS) is based on

AN =

ÃX
i

Z 0ieΩZi
!−1

= eΩ−1 ⊗ÃX
i

xix
0
i

!−1
(24)

where eΩ = N−1
P
i ev∗i ev∗0i and the ev∗i are 2SLS residuals. Finally, a weight matrix that is robust to

both heteroskedasticity and serial correlation is

AN =

ÃX
i

Z 0iev∗i ev∗0i Zi
!−1

. (25)

The latter gives rise to Chamberlain’s (1984) robust generalization of 3SLS for model (1).

Estimating the intercept Having estimated γ1, a consistent estimate of γ0 can be obtained as

bγ0 = 1

T

TX
t=1

¡
yit − w0itbγ1GMM¢ . (26)

Alternatively, we may consider the joint estimation of γ0 and γ1 by GMM from the moment conditions

E (yi − ιTγ0 −Wiγ1) = 0 (27)

E
£
Z 0i (y

∗
i −W ∗

i γ1)
¤
= 0, (28)

or equivalently

E

⎡⎣Ã IT 0

0 Zi

!0Ã
ui

u∗i

!⎤⎦ = E ³Z†i 0u†i´ = 0, (29)

where u†i = H
†ui and H† = (IT , A0)

0. This leads to estimators of the formÃ bγ0bγ1
!
=

"ÃX
i

W †0
i Z

†
i

!
A†N

ÃX
i

Z†0i W
†
i

!#−1ÃX
i

W †0
i Z

†
i

!
A†N

ÃX
i

Z†0i y
†
i

!
(30)

where y†i = H
†yi and W

†
i = H

† (ιT ,Wi).

Expression (30) is a “levels & differences” or “system” estimator in the sense of combining moment

conditions for errors in levels and deviations. The same argument can be used to estimate coefficients

on time-invariant explanatory variables that are assumed to be uncorrelated with the effects.
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1.3.4 Explanatory Variables Uncorrelated with the Effects

The previous setting also suggests a generalization to a case where a subset of the x’s are uncorrelated

with the effects. Suppose that a subset x1i = (x01i1, ..., x
0
1iT )

0 of xi are uncorrelated with the effects

whereas the remaining x2i are correlated, as in static Hausman-Taylor models. In such case we obtain

a GMM estimator of the same form as (30), but using an augmented matrix of instruments given by

Z†i =

Ã
IT ⊗ (1, x01i) 0

0 I(T−1) ⊗ x02i

!
. (31)

If all x’s are uncorrelated with the effects, the second block of moments in orthogonal deviations

drops out and we are just left with the moments in levels

E (ui ⊗ x i) = E
¡
Z 0iui

¢
= E

£
Z 0i (yi −W iγ)

¤
= 0 (32)

where Z i = (IT ⊗ x0 i), x i = (1, x
0
i)
0 and W i = (ιT ,Wi).

1.3.5 Enforcing Restrictions in the Covariance Matrix

Let the marginal covariance matrix of ui be E (uiu0i) = Ω. The general form of Ω is

Ω = σ2ηιT ι
0
T +E

¡
viv

0
i

¢
, (33)

which is not restrictive if E (viv0i) is unrestricted. However, we may consider restricting Ω by restricting

the time series properties of vi. For example, by considering the standard error components structure

Ω = σ2ηιT ι
0
T + σ2IT , (34)

or some other ARMA process for vi, so that Ω can be expressed as a function of a smaller set of

coefficients Ω (θ).

We may consider estimating γ imposing the constraints in Ω. Even if Ω does not depend directly

on γ, enforcing the covariance restrictions in Ω will in general lead to more efficient but less robust

estimates of γ. This is so because the model is a simultaneous system as opposed to a multivariate

regression. It may also help identification in a way that we shall pursue below.

The set of moments is now

E
³
Z†i

0u†i

´
= 0 (35)

E
©
vech

£
uiu

0
i −Ω (θ)

¤ª
= 0 (36)

and this can be used as the basis for covariance restricted GMM estimators for models with all, part,

or none of the x’s correlated with the effects, something that will be reflected in the choice of Z†i .

It is possible that some of the covariance restrictions may be expressed as simple instrumental

variable restrictions. For example, if vit is serially uncorrelated then the error in orthogonal deviations

in period t v∗it is not only orthogonal to xi but also to yi0, ..., yi(t−1), which suggests the use of GMM

estimators with an increasing number of instruments.
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2 Predetermined Variables

Regressors in static fixed-effect models may be correlated to a time-invariant error component, but are

strictly exogenous in the sense of being uncorrelated to past, present and future time-varying errors.

These models can be extended to structural equations with strictly exogenous instruments and

endogenous regressors that can be correlated with time varying errors at all lags and leads. The

previous section was devoted to a prominent special model of this kind. Namely, a dynamic model

containing lags of the dependent variable and strictly exogenous explanatory variables. The lagged

dependent variable was treated as an endogenous variable since we allowed for unrestricted error serial

correlation, and the strict exogeneity assumption was key to identification.

These “all-or-nothing” settings may be too restrictive in a time series environment, since it is

possible to imagine situations in which explanatory variables may be correlated with errors at certain

periods but not others, and such patterns may provide essential information for identification.

A familiar example is the white-noise measurement error model in which mismeasured regressors

are correlated with contemporaneous errors but not with lagged or future errors. Another example is

an autoregressive model in which the lagged dependent variable is a regressor correlated to past errors

but not to current or future errors. In the two examples, regressors are correlated with the effects.

In this section we consider models with time varying errors that are uncorrelated to current and

lagged values of certain conditioning variables but not to their future values, so that they are prede-

termined with respect to time varying errors. Some of these variables may be explanatory variables

or lags of them, but may also be external predetermined instruments. Moreover, the equation may

contain explanatory endogenous variables whose lags may or may not be part of the conditioning set.

Autoregressive models and dynamic regressions with feedback are specific examples. The emphasis

in this section, however, is in an incomplete model that specifies orthogonality conditions between a

structural error and predetermined instruments. In our context, predeterminedness is defined relative

to a structural error. By “predetermined variables” we just refer to variables that are potentially

correlated to lagged values of the structural error but are uncorrelated to present and future values.

An alternative approach to models with predetermined and/or endogenous regressors would be to

consider complete systems. For example, VAR models or structural transformations of them. In this

section, however, we have in mind situations in which a researcher is interested in modelling certain

equations but not others. Thus, we focus in incomplete models with unspecified feedback processes,

and restrictions specifying that errors are mean independent to certain variables in a sequential way.
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2.1 Introduction and Examples

The previous section considered econometric models with lagged dependent variables whose errors

were mean independent of past and future values of certain variables zit

E (vit | zi1, ..., ziT ) = 0, (37)

and referred to these variables as strictly exogenous with respect to vit. We now consider models

whose errors satisfy sequential moment conditions of the form

E (vit | zi1, ..., zit) = 0. (38)

Autoregressive Processes An example of (38) is an AR model with individual effects:

vit = yit − αyi(t−1) − ηi

and E
¡
vit | yi0, ..., yi(t−1), ηi

¢
= 0, so that (38) is satisfied with zit = yi(t−1).

In what follows we present other instances to illustrate the scope of sequential moment assumptions.

2.1.1 Partial Adjustment with Feedback

Another example is a sequential version of the partial adjustment model. The equation is as (1):

yit = αyi(t−1) + x
0
itβ + ηi + vit (39)

but in this instance the errors are assumed to satisfy

E
¡
vit | yt−1i , xti, ηi

¢
= 0, (40)

so that (39) is regarded as a parameterization of the regression function E
¡
yit | yt−1i , xti, ηi

¢
.

There are two main differences between the properties of v’s and x’s in this model and model

(1)-(2). Firstly, (40) implies lack of autocorrelation in vit since lagged v’s are linear combinations of

the variables in the conditioning set, whereas (2) by itself does not restrict the serial dependence of

errors. Secondly, in contrast with (40), assumption (2) implies that y does not Granger-cause x, in

the sense that forecasts of xit given xt−1i , yt−1i and additive effects are not affected by yt−1i . Thus, (2)

rules out the possibility of feedback from lagged y to current x’s, whereas feedback is allowed in (40).

Without further restrictions the two models are not nested. This situation can be illustrated using

the example with T = 3 given in (4):

∆y3 = α∆y2 + β0∆x3 + β1∆x2 +∆v3.

Under assumption (2) the coefficients α,β0,β1 are potentially just-identifiable from the moments

E

⎡⎢⎢⎣
⎛⎜⎜⎝
xi1

xi2

xi3

⎞⎟⎟⎠∆vi3
⎤⎥⎥⎦ = 0. (41)
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Under assumption (40) the three parameters are also potentially just-identifiable from

E

⎡⎢⎢⎣
⎛⎜⎜⎝
yi1

xi1

xi2

⎞⎟⎟⎠∆vi3
⎤⎥⎥⎦ = 0, (42)

but the two models only have two moment restrictions in common, which in this example are not

enough to identify the three parameters.

2.1.2 Euler Equation for Household Consumption

The next example is an intertemporal consumption model with uncertainty as in Zeldes (1989), who

used individual after-tax returns and food consumption from the PSID. Suppose each period t a family

i chooses consumption cit and portfolio shares to maximize the expected value of a time-separable life-

cycle utility function. In the absence of liquidity constraints, optimal consumption must satisfy the

following Euler equation

Et−1

∙µ
1 + rit
1 + δi

¶
U 0it (cit)

¸
= U 0i(t−1)

¡
ci(t−1)

¢
(43)

where U 0it(.) denotes the marginal utility of consumption, Et−1 (.) is a conditional expectation given

information available at time t−1, δi is a household-specific rate of time preference, and rit is the rate
of return of a riskless asset. Equivalently, we can write

(1 + rit)U
0
it (cit)

(1 + δi)U 0i(t−1)
¡
ci(t−1)

¢ = 1 + εit (44)

where εit is an expectational error that satisfies Et−1 (εit) = 0 and is therefore uncorrelated with

information known to the consumer at time t− 1.
Suppose the utility of consumption has constant relative risk aversion coefficient α

Uit (cit) =
c1−αit

1− α
eθit (45)

and θit captures differences in preferences across families and time, which are specified as

θit = β0xit + φt + ζi + ξit. (46)

In Zeldes’ model, the vector xit contains age and family size variables, and ζi, φt and εit are, respec-

tively, family, time, and residual effects. With this specification the log of (44) is given by

ln (1 + rit)− α∆ ln cit − β0∆xit − δt − ηi = vit + ln (1 + εit) (47)

where ηi = ln (1 + δi), δt = ∆φt and vit = ∆ξit. Moreover, using a second-order Taylor approximation

ln (1 + εit) ' εit − ε2it/2, we can write

ln (1 + εit) = Et−1 ln (1 + εit) + eit ' −1
2
V art−1 (εit) + eit (48)
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where by construction Et−1 (eit) = 0. The conditional variance V art−1 (εit) may contain additive

individual and time effects that would be subsumed into δt and ηi, but otherwise it is assumed not to

change with time t− 1 variables. Hence, the basic empirical equation becomes

ln (1 + rit) = α∆ ln cit + β0∆xit + δt + ηi + uit (49)

uit = vit + eit. (50)

Thus, the equation’s error term uit, net of individual and time effects, is made of two components:

the unobservable change in tastes vit and the expectational error eit.2

In this model both returns and consumption growth at time t can be correlated with eit, and are

therefore treated as endogenous variables. Zeldes’ identifying assumption is of the form of (38) with

the instrument vector zit containing ∆xit, lagged income, and marginal tax rates.

Lagged e’s should be uncorrelated to current e’s as long as they are in the agents’ information sets,

but v’s may be serially correlated (unless ξ is a random walk). So serial correlation in u cannot be

ruled out. Moreover, lagged consumption may be correlated to v even if it is not correlated to e. Thus,

the presence of the taste shifter v rules out consumption lags as instruments. Lack of orthogonality

between lagged c and u in this model does not necessarily imply a violation of the Euler condition.

Finally, note that the model’s martingale property Et−1eit = 0 implies that for a variable zit in

the information set a time average of the form

1

T

TX
t=1

ziteit → 0

as T →∞. However, the cross-sectional average N−1PN
i=1 ziteit need not converge to zero as N →∞

if eit contains aggregate shocks (cf. Chamberlain, 1984). The cross-sectional limit will only vanish if

the e’s are independent idiosyncratic shocks, what in model (49) requires us to assume that aggregate

shocks affect all households in the same way and can be captured by time dummies.

2.1.3 Cross-Country Growth and Convergence

Our last example is a cross-country panel equation of growth determinants as in Caselli, Esquivel, and

Lefort (1996). They estimated five 5-year period growth equations for 97 countries of the form

yit − yi(t−5) = βyi(t−5) + s
0
i(t−5)γ + f

0
i(t−5)δ + ξt + ηi + vit (51)

(t = 1965, 1970, 1975, 1980, 1985)

where yit denotes log per-capita GDP in country i in year t, si(t−5) is a vector of stock variables

measured in year t − 5 (including human capital indicators such as the log- secondary school enroll-
ment rate), f i(t−5) is a vector of flow variables measured as averages from t − 5 to t − 1: f i(t−5) =

2Without the approximation, the model is nonlinear in variables and it has multiplicative individual effects.
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¡
fi(t−5) + ...+ fi(t−1)

¢
/5 (such as rates of investment, population growth, and government expendi-

ture), ξt captures global shocks, and ηi is a country effect that may represent differences in technology.

Caselli, Esquivel and Lefort completed the specification with the following identifying assumptions:

E (vi1965 | yi1960, si1960) = 0 (52)

E
³
vit | yi1960, si1960, .., yi(t−5), si(t−5), f i1960, .., f i(t−10)

´
= 0 (53)

(t = 1970, ..., 1985) .

That is, the country-specific time-varying shock in year t, vit, is uncorrelated to stock variables dated

t− 5 or earlier, including the output variable yi(t−5), and to the average flow variables dated t− 10 or
earlier. Thus, stock variables dated t− 5 are treated as predetermined for vit, whereas flow variables
dated t − 5 are predetermined for vi(t+5), and the assumptions restrict the dependence over time of
vit. Moreover, all explanatory variables are allowed to be correlated with the country effects ηi.

Islam (1995) considered an equation similar to (51) and allowed for correlation between country

effects and the determinants of growth in s and f , but treated them as strictly exogenous for v. Islam’s

identifying assumptions did not restrict the form of serial correlation in v. However, as argued by

Caselli et al., except for indicators of a country’s geography and climate, strict exogeneity assumptions

do not seem very useful in the growth context. Variables like the investment rate or the population

growth rate are potentially both effects and causes of economic growth.

The Caselli et al. (1996) and Islam (1995) models illustrate our discussion of the contrast between

partial adjustment equations with and without strictly exogenous variables in (1)-(2) and (39)-(40).

If β is negative, equation (51) describes the convergence of output from an initial level to a steady-

state level, and it is broadly consistent with a variety of neoclassical growth models. The variables

s, f and η are therefore interpreted as determinants of a country’s steady state level of income. The

smaller the value of β the faster the (conditional) convergence to the steady state. If on the contrary

β = 0 then there is no convergence, and s, f and η measure differences in steady-state growth rates.

Panel data analyses were preceded by cross-sectional analyses in which growth over the 25 year

interval 1960-1985 was related to 1960 income and other determinants. These studies typically found a

negative but small effect of initial income, that implied a convergence rate in the range of 2-3 percent.

Caselli et al. and others studied panels over 5 or 10 year subperiods as a way of controlling for un-

observed constant differences in steady state growth, and lack of exogeneity of observed determinants.

Growth over long time spans of at least 5 years is chosen to abstract from business cycle effects.

The GMM panel estimates of β reported by Caselli, Esquivel and Lefort are also negative but of

a larger magnitude than the cross-sectional estimates, implying a 10 percent convergence rate.3 An

open question is the extent to which these estimates are affected by GMM finite sample biases.

3The coefficient β can be regarded as approximating − 1− e−λτ , where λ is the convergence rate and τ = 5, so that

λ ' − (1/τ) ln (1 + β).
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2.2 Large T Within-Group Estimation

Let us consider a generic linear model that includes the previous examples as special cases:

yit = w
0
itδ + ηi + vit, (54)

so that the errors satisfy condition (38), which for convenience we rewrite as

E
¡
vit | zti

¢
= 0 (55)

for some vector zit and zti = (zi1, ..., zit).

If T is large, the sample realizations of the effects ηi may be treated as parameters that are jointly

estimated with the common parameter vector δ. Thus, if all the variables in wit are predetermined (i.e.

if the wit are functions of the variables in the conditioning set zti), the within-group OLS estimator of

δ is consistent as T →∞:

bδWG =

Ã
NX
i=1

T−1X
t=1

w∗itw
∗0
it

!−1 NX
i=1

T−1X
t=1

w∗ity
∗
it (56)

where as usual starred variables denote forward orthogonal deviations. An example in which all wit

are predetermined is the partial adjustment regression model (39)-(40).

Large T consistency of bδWG hinges on the condition E (witvit) = 0. This estimator, however, is

not unbiased for fixed T since E (w∗itv
∗
it) 6= 0. Moreover, the bias does not tend to zero as N increases.

Intuitively, as N →∞ the cross-sectional sample average

1

N

NX
i=1

w∗itv
∗
it

approaches E (w∗itv
∗
it), but it does not get closer to zero for a given value of T . Therefore, bδWG is

inconsistent in a fixed T , large N setting (as in a pure autoregressive model).

If some of the wit are endogenous explanatory variables (that is, if they are not functions of

zti), subject to identification, a within-group 2SLS estimator of the type described in (11) or (18) is

consistent for large T :

bδWG,2SLS =

Ã
NX
i=1

T−1X
t=1

bw∗itw∗0it
!−1 NX

i=1

T−1X
t=1

bw∗ity∗it. (57)

The vector bw∗it denotes the estimated linear projection of w∗it on z∗it, ..., z∗i(t−J) for some pre-specified
maximum lag value J :

bw∗it = bπ00z∗it + ...+ bπ0jz∗i(t−J) (t = 1, ..., T − 1) . (58)

Examples with both endogenous and predetermined explanatory variables are the consumption Euler

equation and cross-country growth models.
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In parallel with the previous case, large T consistency of bδWG,2SLS requires that E
¡
zi(t−j)vit

¢
= 0

for j = 1, .., J , a condition that is satisfied under the model’s assumptions. But fixed T large N

consistency would require E
³
z∗i(t−j)v

∗
it

´
= 0, which does not hold because zit is only a predetermined

variable relative to vit.

2.3 Small T GMM Estimation

Moments and Weight Matrices GMM estimators of δ in (54) based on the moments for the

errors in first differences

E
£
zti
¡
vi(t+1) − vit

¢¤
= 0 (t = 1, ..., T − 1) (59)

or in orthogonal deviations

E
¡
ztiv

∗
it

¢
= 0 (t = 1, ..., T − 1) (60)

are consistent for large N and fixed T . The orthogonality between v∗it and z
t
i is due to the fact that

v∗it is a forward deviation that only depends on current and future values of the errors.

A generic compact expression that encompasses (59) and (60) is

E
¡
Z 0iKui

¢ ≡ E £Z 0iK (yi −Wiδ)
¤
= 0 (61)

where Zi is a block-diagonal matrix whose t-th block is given by zt0i , yi = (yi1, ..., yiT )
0, Wi =

(w0i1, ..., w
0
iT )

0, ui = (ui1, ..., uiT )
0, and uit = ηi + vit. Moreover, K represents any (T − 1) × T

upper-triangular transformation matrix of rank (T − 1), such that Kι = 0, where ι is a T × 1 vector
of ones.

Orthogonality between K and ι ensures that the transformation eliminates any fixed effects,

whereas by being upper triangular the transformed vector of errors Kui may depend on present

and future errors but not on lagged ones. Note that both the first-difference matrix operator and the

forward orthogonal deviations operator satisfy these requirements.

The form of a GMM estimator of δ based on (61) is

bδ = "Ã NX
i=1

W 0
iK

0Zi

!
AN

Ã
NX
i=1

Z 0iKWi

!#−1Ã NX
i=1

W 0
iK

0Zi

!
AN

Ã
NX
i=1

Z 0iKyi

!
. (62)

Given identification, bδ is consistent and asymptotically normal as N → ∞ for fixed T . An optimal

choice of the weight matrix AN is a consistent estimate of the inverse of E (Z 0iKuiu
0
iK

0Zi) up to scale.

We consider three alternative estimators depending on the choice of AN . Firstly, a one-step weight

matrix given by

AN =

Ã
NX
i=1

Z 0iKK
0Zi

!−1
. (63)
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This choice is optimal under conditional homoskedasticity E(v2it|zti) = σ2 and lack of autocorrelation

E(vitvi(t+j)|zt+ji ) = 0 for j > 0, since in this case we have

E
¡
Z 0iKviv

0
iK

0Zi
¢
= σ2E

¡
Z 0iKK

0Zi
¢
. (64)

A second, more general, two-step choice of AN is given by

AN =

Ã
NX
i=1

Z 0iKeΩK 0Zi

!−1
, (65)

where eΩ = N−1PN
i=1 euieu0i, and eui is a vector of one-step residuals.4 This choice is optimal if conditional

variances and autocovariances are constant:

E(v2it|zti) = E(v2it) (66)

E
³
vitvi(t+j)|zt+ji

´
= E

¡
vitvi(t+j)

¢
. (67)

Thirdly, the standard two-step robust choice is

AN =

Ã
NX
i=1

Z 0iKeuieu0iK 0Zi

!−1
, (68)

which is an optimal weight matrix even if the conditional variances and autocovariances of the errors

are not constant. In contrast, the two-step estimator based on (65) does not depend on the data

fourth-order moments but is asymptotically less efficient than the estimator that uses (68) unless (66)

and (67) are satisfied, in which case they are asymptotically equivalent (Arellano and Bond, 1991).

GMM estimators of autoregressive models can be regarded as a special case.

It is also useful to compare the estimator in (22) for dynamic models with strictly exogenous vari-

ables with that in (62). In both cases we have a system of transformed equations for different periods,

but while in (22) the same instruments are valid for all equations (as in a standard simultaneous equa-

tions model), in (62) different instruments are valid for different equations, and we have an increasing

set of instruments available as time progresses. Clearly, it is possible to combine features of the two

settings (e.g. a model containing both predetermined and strictly exogenous variables).

The Irrelevance of Filtering A GMM estimator of the form given in (62) is invariant to the

choice of K, provided K satisfies the required conditions, and AN depends on K as in (63), (65)

or (68) (Arellano and Bover, 1995). A requirement of the invariance result is that all the available

instruments are used each period, so that Zi is a block-diagonal matrix with an increasing number of

instruments per block as indicated above.

4Note that Ω is a consistent estimate of Ω = E (uiu0i), but not of E (viv
0
i). However, KΩK0 is a consistent estimate

of KE (viv0i)K
0.
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Despite the irrelevance of filtering, specific choices of K may be computationally advantageous.

Recall that we obtained the forward orthogonal deviations operator as

A = (DD0)−1/2D

where D is the first-difference operator, so that AA0 = I(T−1). Therefore, for K = A, the one-step

weight matrix (63) simply becomes
³PN

i=1 Z
0
iZi

´−1
. Hence, the one-step GMM estimator can be

obtained as a matrix-weighted average of cross-sectional IV estimators:

bδ = ÃT−1X
t=1

W ∗0
t Zt

¡
Z 0tZt

¢−1
Z 0tW

∗
t

!−1 T−1X
t=1

W ∗0
t Zt

¡
Z 0tZt

¢−1
Z 0ty

∗
t , (69)

where W ∗
t = (w

∗0
1t, ..., w

∗0
Nt)

0, y∗t = (y
∗
1t, ..., y

∗
Nt)

0, and Zt = (zt01 , ..., z
t0
N )

0. This is a useful computational

feature of orthogonal deviations when T is not a very small number.

Similarly, for K given by

K =
³
DeΩD0´−1/2D (70)

where
³
DeΩD0´−1/2 denotes the upper-triangular Cholesky decomposition of ³DeΩD0´−1, the two-step

weight matrix (65) also becomes
³PN

i=1 Z
0
iZi

´−1
. Thus, the corresponding two-step GMM estimator

can also be written in the form of (69) after replacing orthogonal deviations by observations trans-

formed according to (70) (Keane and Runkle, 1992).

2.4 Optimal Instruments

Let us consider the form of the information bound and the optimal instruments for model (54)-(55)

in a small T context. Since E(ηi|zTi ) is unrestricted, all the information about δ is contained in
E(vit − vi(t+1)|zti) = 0 for t = 1, ..., T − 1.

For a single period the information bound is

J0t = E

µ
ditd

0
it

ωit

¶
where dit = E(wit − wi(t+1)|zti) and ωit = E[(vit − vi(t+1))2|zti ] (cf. Chamberlain, 1987). Thus, for
a single period the optimal instrument is mit = dit/ωit, in the sense that under suitable regularity

conditions the unfeasible IV estimator

eδ(t) =
Ã

NX
i=1

mit∆w
0
i(t+1)

!−1Ã NX
i=1

mit∆yi(t+1)

!
(71)

satisfies
√
N
³eδ(t) − δ

´
d→ N ¡

0, J−10t
¢
.
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If the transformed errors were conditionally serially uncorrelated, the total information would be

the sum of the information bounds for each period. Forward orthogonal deviations was obtained as

a filter applied to the differenced data that removed the moving average serial correlation induced by

differencing when vit is iid. Generalizing this idea we can obtain a forward filter that removes condi-

tional serial correlation to arbitrary first-differenced errors that satisfy sequential moment restrictions.

This is achieved by the following recursive transformation proposed by Chamberlain (1992):

evi(T−1) = vi(T−1) − viT
evit = (vit − vi(t+1))− τ t1

¡
zt+1i

¢ evi(t+1) − τ t2
¡
zt+2i

¢ evi(t+2) − ...− τ t(T−t−1)
³
zT−1i

´ evi(T−1) (72)

for t = T − 2, ..., 1, where

τ tj

³
zt+ji

´
=
E[(vit − vi(t+1))evi(t+j)|zt+ji ]

E(ev2i(t+j)|zt+ji )
. (73)

The interest in this transformation is that it satisfies the same conditional moment restrictions as

the original errors in first-differences, namely

E(evit|zti) = 0, (74)

but additionally it satisfies by construction the lack of dependence requirement:5

E(evitevi(t+j)|zt+ji ) = 0 for j = 1, ..., T − t− 1. (75)

Therefore, in terms of the transformed errors the information bound can be written as

J0 =
T−1X
t=1

E

Ã edit ed0iteωit
!

(76)

where edit = E
¡ ewit|zti¢ and eωit = E

¡ev2it|zti¢. The variables ewit and eyit denote the corresponding
transformations to the first-differences of wit and yit such that evit = eyit − ew0itδ.

Thus, the optimal instruments for all periods are emit = edit/eωit, in the sense that under suitable
regularity conditions the unfeasible IV estimator

eδ = Ã NX
i=1

T−1X
t=1

emit ew0it
!−1Ã NX

i=1

T−1X
t=1

emiteyit! (77)

5To see that this is the kind of conditional lack of serial correlation that is required, notice that E vit | zti = 0 and

E vi(t+j) | zt+ji = 0 imply, respectively, that E ht z
t
i vit = 0 and E ht+j zt+ji vi(t+j) = 0 for any functions ht (.)

and ht+j (.). If E vitvi(t+j) | zt+ji = 0 then

E vitvi(t+j)ht z
t
i ht+j zt+ji = 0,

so that the information bound for any ht (.) and ht+j (.) is the sum of the information bounds for each period.
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satisfies
√
N
³eδ − δ

´
d→ N ¡

0, J−10
¢
.

The optimal IV estimator (77) is unfeasible on two accounts. Firstly, it uses a data dependent filter

whose weights are unknown functions of the conditioning variables. Secondly, the optimal instrumentsemit depend on unknown conditional expectations of the filtered data. A feasible estimator that achieves

the bound could be potentially constructed by replacing the unknown functions with nonparametric

regression estimators. Alternatively, one could use a GMM estimator based on an expanding set of

instruments as N tends to infinity.

Lack of Serial Correlation Suppose that the original errors are conditionally serially uncorre-

lated so that

E
³
vitvi(t+j) | zt+ji

´
= 0.

This is, for example, a property of the partial adjustment regression model (39)-(40), but not neces-

sarily of Zeldes’ Euler equation (49) since unobserved taste changes may be serially correlated.

In this case the weights (73) are equal to zero for j > 1 and the optimal filter becomes

evi(T−1) = vi(T−1) − viT
evit = ¡vit − vi(t+1)¢+ σ2i(t+1)eσ2i(t+1)evi(t+1) (t = T − 2, ..., 1) (78)

where σ2it = E
¡
v2it | zti

¢
and eσ2it = E ¡ev2it | zti¢.

If the conditional variances are constant but there is unconditional time series heteroskedasticity,

so that E(v2it|zti) = σ2t and E
¡ev2it | zti¢ = eσ2t , we have

evit = vit − 1³
σ−2(t+1) + ...+ σ−2T

´ ³σ−2(t+1)vi(t+1) + ...+ σ−2T viT
´
(t = T − 1, ..., 1) (79)

and

eσ2t = σ2t +
1³

σ−2(t+1) + ...+ σ−2T

´ . (80)

Other Special Cases If the vit’s are conditionally homoskedastic and serially uncorrelated, so

that E(v2it|zti) = σ2 and E(vitvi(t+j)|zt+ji ) = 0 for j > 0, the evit’s blow down to ordinary forward

orthogonal deviations:

evit = vit − 1

(T − t)(vi(t+1) + ...+ viT ) ≡
1

ct
v∗it for t = T − 1, ..., 1.
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where c2t = (T − t)/(T − t+ 1). In such case the optimal instrument is emit = ctσ
−2E(w∗it|zti) so that

eδ =

"
NX
i=1

T−1X
t=1

E
¡
w∗it|zti

¢
w∗0it

#−1 NX
i=1

T−1X
t=1

E
¡
w∗it|zti

¢
y∗it (81)

=

"
NX
i=1

ET
¡
W ∗0
i

¢
W ∗
i

#−1 NX
i=1

ET
¡
W ∗0
i

¢
y∗i (82)

and

J0 =
1

σ2

T−1X
t=1

E[E(w∗it|zti)E(w∗0it |zti)] =
1

σ2
E
£ET ¡W ∗0

i

¢ ET (W ∗
i )
¤
, (83)

where we have introduced the notation

ET
¡
W ∗0
i

¢
=
h
E
¡
w∗i1|z1i

¢
, ..., E

³
w∗i(T−1)|zT−1i

´i
. (84)

If we further assume that the conditional expectations E(w∗it|zti) are linear:

E(w∗it|zti) = Πtzti (85)

with

Πt = E(w
∗
itz
t0
i )[E(z

t
iz
t0
i )]

−1, (86)

then

J0 =
1

σ2

T−1X
t=1

E(w∗itz
t0
i )[E(z

t
iz
t0
i )]

−1E(ztiw
∗0
it ) (87)

which coincides with the inverse of the asymptotic covariance matrix of the standard GMM estimator

(62) under the stated assumptions.

Note that the one-step GMM estimator is of the form of (81) with the unrestricted sample linear

projection bΠtzti in place of E(w∗it|zti). On the other hand, the within-group OLS and 2SLS estimators
(56) and (57) are also of the form of (81), but in place of E(w∗it|zti) they use w∗it or bw∗it, neither of
which are in the admissible set of instruments for fixed T , large N consistency.

If we assume that the conditional variances and autocovariances are constant, but we allow for

constant autocorrelation and unconditional time series heteroskedasticity, as in (66) and (67), theevit are equivalent to the population counterpart of the Keane and Runkle filter (70). Note that this
filter can also be expressed as a GLS transformation of the errors in orthogonal deviations (instead of

first-differences):

K =
¡
AΩA0

¢−1/2
A. (88)
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Thus, in this case

eδ = " NX
i=1

ET
¡
W ∗0
i

¢
Ω∗−1W ∗

i

#−1 NX
i=1

ET
¡
W ∗0
i

¢
Ω∗−1y∗i (89)

and

J0 = E
£ET ¡W ∗0

i

¢
Ω∗−1ET (W ∗

i )
¤

(90)

where Ω∗ = E (u∗iu
∗0
i ) = AΩA

0.

Note that we do not consider the question of the impact on the bound for δ of assuming condi-

tional homoskedasticity, lack of serial correlation, and linearity of E(w∗it|zti). Here, we have merely
particularized the bound for δ based on E(vit|zti) = 0 to cases where the additional restrictions happen
to occur in the population but are not used in the calculation of the bound.

2.5 Instruments Uncorrelated with the Effects

2.5.1 System Estimators

We have already discussed system estimators that combined moment restrictions in levels and devia-

tions in various contexts. We considered models that contained a subset of strictly exogenous variables

that were uncorrelated with the effects in both static and dynamic settings. Moreover, we also con-

sidered mean-stationary AR models in which lagged dependent variables in first differences were valid

instruments for the equation errors in levels. The use of moment restrictions in levels may afford large

information gains, but also biases if the restrictions are violated.

We now consider instrumental variables that are uncorrelated with the effects in the context of

sequential moment conditions. Let us suppose as before that

yit = δ0wit + ηi + vit

E(vit|zti) = 0,
but in addition a subset z1it of the predetermined instruments in zit are assumed to be uncorrelated

with the effects:

E [z1it (ηi − η)] = 0 (91)

where η = E (ηi). The implication is that for s ≤ t:

E [z1is (ηi − η + vit)] = 0. (92)

Given the basic moment restrictions for the errors in first differences considered earlier

E
£
zt−1i

¡
∆yit − δ0∆wit

¢¤
= 0 (93)
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and the moments involving the levels’ intercept η

E
¡
yit − η − δ0wit

¢
= 0, (94)

assumption (91) adds the following restrictions in levels6

E
£
z1it

¡
yit − η − δ0wit

¢¤
= 0. (95)

These two sets of moments can be combined using the Arellano & Bover (1995) GMM estimator.

A generic compact expression for the full set of moments is

E

⎡⎣Ã Z i 0

0 Zi

!0Ã
ui

Kui

!⎤⎦ = E ³Z†0i u†i´ = E hZ†0i ³y†i −W †
i δ
†
´i
= 0 (96)

where ui, K, and Zi are as in (61), Z i is the following block-diagonal matrix

Z i =

⎛⎜⎜⎝
(1, z01i1) . . . 0

. . .

0 (1, z01iT )

⎞⎟⎟⎠ , (97)

and δ† =
¡
δ0, η

¢0. With these changes, the form of the GMM estimator is similar to that of (62):

bδ† = "Ã NX
i=1

W †0
i Z

†
i

!
AN

Ã
NX
i=1

Z†0i W
†
i

!#−1Ã NX
i=1

W †0
i Z

†
i

!
AN

Ã
NX
i=1

Z†0i y
†
i

!
. (98)

The standard robust choice of AN is the inverse of an unrestricted estimate of the variance matrix of

the moments N−1
PN
i=1 Z

†0
i eu†ieu†0i Z†i for some preliminary consistent residuals eu†i .The difference in this

case is that, contrary to GMM estimators based exclusively in moments for the errors in differences,

an efficient one-step estimator under restrictive assumptions does not exist. Since E
³
Z†0i eu†ieu†0i Z†i ´

depends on the errors in levels, at the very least it will be a function of the ratio of variances of ηi
and vit. Moreover, since some of the instruments for the equations in levels are not valid for those in

differences, and conversely, not all the covariance terms between the two sets of moments will be zero.

2.5.2 Stationarity Restrictions

A leading case of uncorrelated predetermined instruments are first differences of predetermined instru-

ments that exhibit constant correlation with the effects (Arellano and Bover, 1995). Suppose that we

6Note, for example, that E z1i(t−1) (yit − η − δ0wit) = 0 is not an extra restriction since it follows from two existing

restrictions:

E z1i(t−1) yit − η − δ0wit = E z1i(t−1) ∆yit − δ0∆wit +E z1i(t−1) yi(t−1) − η − δ0wi(t−1) .
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can partition

zit =

Ã
zAit

zBit

!
such that the variables in zAit have constant correlation with the effects over time, in which case

E (ηi∆zAit) = 0. (99)

Constant correlation over time will be expected when zAit is conditionally stationary in mean (Blundell

and Bond, 1998). That is, when

E (∆zAit | ηi) = 0. (100)

This situation leads to a list of orthogonality conditions of the form (96) with z1it = ∆zAit,

z2i1 = zi1, and z2it = zBit for t > 1.

Blundell and Bond (2000) employed moment restrictions of this type in their empirical analysis

of Cobb-Douglas production functions using firm panel data. They found that moment conditions

for the production function in first differences of the form (93) were not very informative, due to the

fact that firm output, capital and employment were highly persistent. In contrast, the first-difference

instruments for production function errors in levels turned out to be informative and empirically valid.

2.5.3 Time-Invariant Explanatory Variables

Sometimes the effect of a vector of time-invariant explanatory variables is of interest, a parameter

vector γ, say, in a model of the form

yit = δ0wit + γ0ζi + ηi + vit (101)

E
¡
vit | zti

¢
= 0

where for convenience we assume that ζi contains an intercept and therefore E (ηi) = 0 without lack

of generality. If ζi is orthogonal to (ηi + vit) then δ and γ can be jointly estimated using a system

GMM estimator that combines the moments (93) with

E
£
ζi
¡
yit − δ0wit − γ0ζi

¢¤
= 0. (102)

However, if the components of ζi (other than the intercept) are not orthogonal to (ηi + vit), the

corresponding elements of γ cannot be identified from the basic moments because the time-invariant

explanatory variables are absorbed into the individual effect.

In principle, the availability of predetermined instruments that are uncorrelated with the effects

might help to identify such parameters. Indeed, this was Hausman and Taylor (1981)’s motivation

for considering uncorrelated strictly exogenous variables. However, moments in levels that are derived

from stationarity restrictions, as in (99), are unlikely to serve that purpose. The problem is that if

E(ηi∆zAit) = 0 holds we may expect that E(ζi∆zAit) = 0 will also hold, in which case changes in zAit

would not help the identification of γ.
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2.5.4 Levels Moments Implied by Lack of Serial Correlation

The basic model with sequential moment conditions that we consider in this section (54)-(55) may or

may not restrict the serial correlation properties of the errors depending on the nature of the variables

in the conditioning set. Moreover, restriction (55) does not rule out the correlation between the errors

vit and the effects ηi. Sometimes, a natural starting point for an empirical analysis will be the stronger

assumption

E
¡
vit | zti , ηi

¢
= 0 (103)

which implies (55) and also lack of correlation between vit and ηi. If zit includes yi(t−1) and wi(t−1)
then (103) implies that the vit are not autocorrelated. Examples of this situation are the autoregressive

and partial adjustment models (39)-(40).

The point we wish to make here is that if the vit are serially uncorrelated and have constant (or

lack of) correlation with the effects, then ∆vi(t−1) can be used as an instrument for the errors in levels:

E
¡
∆vi(t−1)uit

¢
= 0. (104)

In effect, we have

E
¡
∆vi(t−1)uit

¢
= E

¡
∆vi(t−1)ηi

¢
+E

¡
∆vi(t−1)vit

¢
= 0

as long as the v’s are not autocorrelated and E (vitηi) does not vary with t.
7

Condition (104) is the type of quadratic moment restriction considered by Ahn and Schmidt (1995)

for autoregressive models. In principle, their use makes the estimation problem nonlinear, although an

alternative is to evaluate ∆vi(t−1) using a preliminary consistent estimator of δ, and use the resulting

residual as an instrument for the levels equation as part of a system estimator.

Note that if yi(t−1) and wi(t−1) belong to zit and they are mean stationary in such a way that

E

"Ã
∆yi(t−1)

∆wi(t−1)

!
uit

#
= 0, (105)

then the moment condition (104) becomes redundant given (105). The reason is that since ∆vi(t−1) =

∆yi(t−1) − δ0∆wi(t−1), (104) is a linear combination of (105).
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