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1. Introduction

This paper is concerned with the formulation and estimation by

maximum likelihood methods of dynamic random effects models for panel

data with ARK! (1,1) time-varying errors. A framework general enough is

set up in which it is possible to distinguish different sources of

dynamics for panels that involve a large number of individuals but only

over a short period of time. The analogy with the general simultaneous

equations system, introduced by Bhargava and Sargan [lJ ' has b~en shown

to be very useful in formulating the relevant estimation methods and

in d~aling with the problem of the initial ·conditions.

Section 2 considers the models arising from three different assumptions

about the initial observations. In particular, as a consequence of having

repeated observations for each point in time, we are able to endogeneise

the starting point without forcing any particular process to have held

in the past. Section 3 derives the concentrated likelihood functions for

these models. In Section 4 the performance of our maximum likelihood

methods is investigated, either for correct models or under several

misspecifications, by resorting to experimental evidence. It is found

that for dynamic models from panel data the use of antithetic variates

may yield more efficient Monte Carlo estimators than the sample mean

method, unlike the usual case for time series models. The model turns

out to be able to distinguish residual dynamics from systematic dynamics.

Finally, several likelihood ratio tests for the restrictions in the

covariance matrix are suggested and their results for the simulated

data are reported.
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2. The Model

We assume the following model

(1)

( h D 1,... ,H ; t "" 1,...,T )

with

~ h '" NID (0, u~ )

~ht -- NID (Ot Ul )

I 0<.1 < 1 t I fJ I < 1 tie I ( 1

It is also assumed that

and (T+l) observations are available.

xht ' • (Xlht ••• ~ht) is a N-vector of time-varying exogenous

variables;

Zh' • (1 zlh ••• zMh) is a (M+l)-vector of time-invariant exogenous

variables allowing for a constant term.

Now the model can be written as an incomplete system of T simultaneous

equations. In order to do it, define the Tx(T+l) matrix

-0( 1

o - Cl(

B •

o
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·..
·..

o

o

o

o

o

and the vectors

o o • •• -IX 1

Yh' D (YhO Yhl ••• YhT)

X h ' a ( ~O' ~l ' • • • ~T ' )

Ub' • (~l ~2 ••• ~T)
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then

where L is a T-veotor of ones and 1* CD l 0: IT) i.e. a T x T unit

matrix augmented by a oolumn of zeroes. Also

where

h .,. 1, ••• ,H

d •h
.,. ( y'h z 'h ~' )

A • ( B: -( l. SI 'Y") ; -l 1* 0 fJ') )

Finally introduoing the H observations for d's and u's in a oompact

block we have

A D' .,. U'

with D.,. ( Y : Z : X ) and let Z* be the data matrix for all the

exogenous variables, i.e. Z*. ( Z;X ).

If we call u ~ veo U , the serial oovarianoe matrix of the random

effeots model is given by

(5) E ( u u' ) CD I H ®.n

where

(6) ..n. ... <T2. V + <T; l. L'

and V is proportional to the serial oovarianoe matrix for the ARM! (1,1)

prooess:

Vo v1 ••• v
T

_
1

Vo ••• v
T

_
2

V Cl

Vo
with

(7 ) 1 + 92 + 2 16 9Vo .,.
1 - 162
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(1+~9)(9l +9)
f6r - l ----------

1 - f62
r > 0

In our simultaneous equations analogue, the n matrix becomes the

varianoe matrix of the errors on T st~ctural equations, that is,

serial oorrelation turns into oorrelation between disturbances from

different equations, and so we end up with a simultaneous equations

system with cross-equation restrictions and a restricted variance

matrix.

In order to complete the model we have to make an assumption about

the initial observations. We shall develop this model under three

different assumptions on YhO (h=l, ••• ,H):

(i) YhO are fixed and known constants. Thus YhO can be regarded as

an exogenous variable in the simultaneous system and so (4) beoomes a

oomplete model.

(ii) YhO is determined by a "semi-reduced form" equation of the type

introduced by Bhargava and Sargan [1] • That is, YhO is made a linear

funotion of all the observed exogenous variables but we still assume

that the same structure for the error term has been holding in the

distant past •.

(iii) YhO is determined by a reduced form equation with a general

error term. The idea is that as a consequence of having repeated

observations for each point in time it is possible to endogeneise the

starting point without specific assumptions about the errors in the

past. That is, we allow the behavior of the process in the distant

past to have been what it like to, and not necessarily what we

currently observe.

We shall refer to these models as models a, band c, respectively.
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Also they can be particularized to the csses where vht is either a

pure AR (1) process or an MA (1) process.

For models band c (4) is completed by adding an equation of the

form

h = 1, ••• ,H

(4) along with (9) constitutes a complete system of (T+l) simultaneous

equations, the last T comprising the structural block in which we are

interested.

Letft* be the variance matrix of the complete system for models

band c :

.Jt* =

c.)TO

c...>Ol •••

Jl

""OT

Models band c will differ in the assumptions about the coefficients

of the top row of Jl.*.

Notice that our initial model implies for YhO an equation of the

form

0()

where AhO = Eo(k vh( -k)

00

"YhO can be interpreted as the optimal linear predictor of YhO*

conditional upon zh and ~t (t = O, ••• ,T ). Let Eh be the prediction

error
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and

This is the interpretation of (9) given in [1] and it leads us to

model b in which we shall assume

(11)

Now we can see which is the form of the elements of the top row of n*
for model b. First, let us introduce two functions of ~, ~ and 9 that

will be useful

(12) ~ ca ( 1 + 9
2

) ( 1 + fX (J ) + 2 9 ( ~ + (J )
1

( 1 - 0<. 9J ) ( 1 - 9J2)

( 1 + ~ 9 ) ( (J + 9 )

( 1 _ ~ ~ ) ( 1 _ ~2)

+

and then we have

(T2cri + __'1__

(1 _oc.)2

( E ( AhO2
) .. (T2. 51 / (l - rA

2
)

ARM! (2,1) process.)

is in fact the variance of an

(15)
1 - ot

+ ~t-l 6' 0"2
2

t .. 1, ••• ,T

When e a 0 or ~.. 0 , these expressions reduce to those corresponding

to the stationary first-order autoregressive and first-order mOVing

average processes, respectively.

In model c, wOO' wOl ' ••• , c.>OT will be simply unrestricted parameters.
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3. Maximum Likelihood Estimation

3.1. Model a

The likelihood function for Model a is simply that for a triangular

structural system [1,41 in which the variance matrix is constrained to

be that for the ARM! (1,1) random effects model; the log-likelihood,

apart from a constant term, can be written as

(16) La • - ~ log det.n. - i tr (n.-l AD' D A' )

We follow [11 in parameterizing 11 as

(17)

where

.n a er 2. ( V + P2
L L' )

So the only problem is to compute the determinant and the inverse ofJt.

Thus

(IS) det Jl = (T 2T det V ( 1 + p2 L.' V-1L )

The exact form of the determinant and the inverse of V has been

obtained by Tiao and Ali [sl , who show that

(19) det V • 1 +
( ~ + 9 )2 ( 1 _ 92T)

( 1 _ ~2) ( 1 _ 92)

The exact inverse is highly nonlinear and its elements are given in

the Appendix.

Also

(20)

The log-likelihood function becomes then
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_ ~ log ( 1 + ~2 l.' V-I I.. )

and concentrating the likelihood with respect to a~

where the maximum likelihood es,timator of (Tt is

(23) sa2:o HIT tr (V-lAD'DA') _ p2 t.'V-lADIDA1V-
l

"

HT (1 +p2 L'V-ll,.)

L * is a function of At P t (J and e that can be maximized by using somea

numerical optimization procedure, with the restrictions that I 9i I < 1

and \el< 1. We have chosen throughout a non-derivative Gill-Murray

Pitfield algorithm, using the Crude Instrumental Variable estimate~

as starting values.

L * reduces to the concentrated likelihood for the AR (1) or MA (1)a

cases when eaO or ~=O, respectively.

3.2. Model b

The log-likelihood function for the system of (T+l) equations is

given by

(24) Lb • - ~ log det Jl* - i tr (Sl*-lU*IU*)

where
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Sinoe we are only interested in the es~imation of the parameters

oorresponding to the struotural blook of the last T equations, we shall

conoentrate the likelihood with respeot to "2; and at (t ..l, ••• ,T) whioh

amounts to use a oonstrained LIML prooedure.

It is oonvenient to introduoe a general notation for the partition

of Q*-l, namely

Now by making use of the formulae for the determinant and the inverse

of a partitioned matrix, after some manipulation, we have

(25) Lb :: - ~ log detJ! - i tr tn.-J,y,U) + ~ log wOO

00 01
- ~(u 'u ) - lA) U 'u200 0

In a oompaot form equation (9) oan be written as

where

po' = ( ~' a 'o 9 '1 ••• 9 ' )T

From the first order oondition for f' its maximum likelihood estimator

turns out to be

(26)

whioh is used to oonoentrate Lb. Substituting and rearranging we have

_ 0000 (y 'Qy ) _ 1 (CA)OlU' Quc.iO) _ wOlU' Q ':l
2 0 0 2~00 . 0

Q stands for the idempotent matrix
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and so

U'Q Cl BY'Q

00 01Now the only we need are expressions forW and W in order to

enforce the constraints on (21). We have

(28) Woo co 0"2 { £2 + P2 + °1 ) .. riw
OO( 1 _ Cl)2 1 _ 0(2

where

q' ." ( 1 ~ ~2 ••• ~T-1)

and

as given in (20). Also in general

1 - - ?\-1-
-00 • (A)OO - W01..) (,. W 10
Cl.)

-01 -00 (- ri-l)w .. - CA.) W01 .l L

-00 2. 00where CA) Cl er W ,etc.

and hence

L * H (detSl) H(T+l) 1 2.b ." -"2 log wOO - 2 og er

[

-01 -10 ]
- _1_ tr {n-1U'U) + wOO (YO'Q YO) + w ~~gc.u + 2W01U'Q YO
2~ w

This function can be concentrated further with respect to Cf~ and

doing it we obtain

H n H 1 1 H( T+1 ) 2L ** Cl --2 log det.H. -- og-nn- - - - log Bbb 2 (;jvv 2

where
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This is a oonvenient expression that can be maximized as a funotion

of A, p, E, 9J and e with the restriotions that I ~ I < 1, le \ <' 1 and

I()(.I < 1.

3.3. Model c

In this oase we enforce the random effects constraints on Sl but

leave wOO andwOl unrestricted. Thus we only have constraints in the

structural block of T equations and its varianoe matrix. So the natural

thing to do is to consider the concentrated likelihood for the LIML

estimator whioh only depends on A andSl, in other words, we conoentrate

l27) with respect to ~OO and ~lO; namely

(36) Lo • - ~ log detSl - i tr (Sl-lAD'DA') + ~ log det (BWB')

-..!!..log det W
2

where

w ""l(Y'QY)
H

Notice that the likelihood function for Model c is just the same as

the likelihood for Model a (yo exogenous) along with two additional

terms, in order to correct for the correlation between the errors in

the two blocks of equations. Hence the ooncentrated likelihood with

respec t to 0-2. is given by

(37) Lc* "" - ~ log det Y - ~ log ( 1 + p2 L,y-ll. )

HT 2 H H-2 log Sc +2" log det lBWB') - Tlog det W

where

This model makes YO endogenous with no specific assumption about

initial oonditions.
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4. Experimental evidence

The framework that has been set up so far is rich enough in order

to allow the testing of im~ortant alternative assumptions concerning

the random effects model. The obvious procedure is to perform likelihood

ratio tests by comparing the maximized values of likelihood functions

corresponding to nested hypotheses lsee Table 1). Some of the

possibilities are li) tests of the validity of the serial correlation

structure, lii) tests of stationarity l'c' hypotheses against tb'

hypotheses), (iii) tests of the overall random effects structure

(the selected random effects specification against 'un2'), (iv) tests

of exogeneity for yO' i.e. tests of~Ol = 0, etc.

Table 1. Nesting of hypotheses

v=!

exog.

yO

endog.

n I Jl = cr2. V + a~ l, L'
unrestricted f---------;------.,;.-------:------

ARM! (1,1) AR

The crucial point is how far the present models and estimation

procedures are able to distinguish between different sources of

dynamics (in particular residual dynamics against lagged endogenous

variables) and among different serial correlation schemes for the

time-varying component of the error term. In order to inveatigate
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these issues and, in general, the performance of our maximum

likelihood methods, either for correct models or under several

misspecifications, it was found convenient to resort to experimental

evidence.

Five different sets of observations were generated from models of

the following general form:

( }8) Yht Cl 1. +
0'. Yh( t-l) + 0.15 zh + 0.}5 ~t + ~t

~t Cl ~h + vht

vht Cl f6 vh(t-l) + ~ht + e l;h( t-l)

( h Cl 1, ••• ,100 t Cl 1, ••• ,20 )

where

~h -v BD> (0, 0.16)

Z;ht ..... NID (0" 0.25)

YhO Cl vhO Cl 0

2(P =0.64)

The exogenous variables were generated in a similar way as in

previous studies (see [ 5,6,1] ):

(}9) ~t Cl 0.1 t + 0.5 ~(t-l) + Pht

Pht ..... NID (0,1)

r h,v NID (0, 1 )

Pht and rh were generated explicitly independent of~ht and ~h.

The first ten cross-sections were discarded so that YO is an endogenous

variable in the system and the same process has been holding in the

past. The five sets of data correspond to



Data 1 :

Data 2

Data 3 :

Data 4 :

Data 5 :

IX :: .5 ,

et :: .5

et :: .5

et .,. 0 ,

0( ••5
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~ :: .35 , e::.5 (i.e. a dynamic case with ARM! v's)

~ :: .35 , a:: 0 (autoregressive errors)

~ • 0 e :: .35 (moving average errors)

~ :: .35 e:: 0 (a static case with AR (1) errors)

~ • 0 , e = 0 (a dynamic case without serial corr.)

Our aim was to obtain Monte Carlo estimates of the biases for the

parameters of the thirteen models given in Table 1 for the five sets

of data. Given the size of the problem (several of the likelihood

functions to be maximized are highly nonlinear), the possibility of

finding more efficient Monte Carlo estimators than the sample-mean

method was investigated. In previous studies it has been noticed the

difficulty of finding antithetic transformations which reduce the

variance of Monte Carlo estimators for dynamic models [3]. However,

when estimating dynamic models from panel data this is not the case.

The situation can be made more apparent by invoking the simultaneous

equations analogue once more: we can look the model as a 'static'

system of T+l equations Therefore a significant reduction of the

variance of the estimated biases may be expected from the use of

anti thetic variates [2,1]. Thus the results reported in Table 2 were

obtained from 20 replications corresponding to 10 antithetic pairs

(~t ' -~t),i.e. every trial was performed twice, and the resulting

estimates were averaged.

The main conclusions from these results are as follows:

(i) The failure to allow for serial correlation and the failure to

take in account the endogeneity of yo are the most serious sources

of a1sspecification. They can be responsible for enormous biases in

the estimated coefficients, specially for ~O' ~ and p •
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(ii) The oases where the endogeneity of yO is properly speoified

(for both band c models) and no misspecifications are present in vht

perform extremely well and the biases are almost negligible.

(iii) In particular, our general model is surprisingly able to distinguish

residual dynamics from systematio dynamics, as can be seen from the

results for data 4 and 5.

(iv) Models bl and cl (the models with ARMA errors) are able to

identify the correct serial oorrelation scheme in every case.

Models bl and 01 can help to conduct an indirect test of autoregressive

against moving average errors, that is, by performing the two

likelihood ratio tests

() (
1\ 1\ ,,2

41 2 Lbl - Lb2 ) a 1\

2 ( L
bl

- L ).-J)..2
b~ a

with 1 degree of freedom, assuming

AR (1) errors

with 1 d.f. assuming MA (1) errors

(o-models oould also be used instead of b-models.)

If, for example, the model is autoregressive we would expect the null

hypothesis for (42) to be rejected but not the corresponding to (41)

(although an indirect test of this sort oould also yield inconclusive

results). For our simulated data the following results have been

obtained

LR test Number of rejections

Significance level: 5% Data 1 Data 2 Data 3

" ..2(Lbl - Lb2 ) 20 0 20

2(Lbl - i.b~) 20 16 0

" "2(Lol - Lc2 ) 20 0 19

" 1\

2(Lcl - Lc~) 20 15 0
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Finally, the oonstraints on ~OO and 0001 were rejected two times

(out of 20 at the 10% level) using the test criterion

with 9 d.f.

where i=1,2,; for data 1, 2 and; respeotively.



Table 2. Biases in the estimates

~

-.J

b4bl b2 b3
n* fully restricted

endogenous

cl c2 c3

1'0
Woo and (0)01 unrestr•.

.0028. -.0101 -.0287 .0026 -.0096 -.0313 -.0751
(.0123) (.0109) (.0099) (.0123) (.0109) (.0096) (.0073)

.0025 .0025 -.0090 .0017 .0017 -.0122 -.0389
(.0115) (.0115) (.0106) (.0115) (.0115) (.0103) (.0081)

.0028 .0049 .0012 .0019 .0052 .0005 -.0329
(.0113) (.0114) (.0110) (.0113) (.0114) (.0110) (.0089)

.0019 .0016 -.0040 .0017 .0013 -.0050 -.0327
(.0112) (.0111) (.0108) (.0112) (.0111) (.0108) (.0087)

.0012 .0012 .0012 .0005 .0001 .0000 .0004
(.0101) (.0108) (.0108) (.0108) (.0101) (.0107) (.0106) .
-.0004 -.0000 -.0037 -.0004 -.0002 -.0042 -.0649
(.0047) (.0046) (.0048) (.0041) (.0047) (.0049) (.0069)

.0008 .0008 -.0050 .0004 .0004 -00061 -.0310
(.0041) (.0041) (.0043) (.0041) (.0041) (.0044) (.0050)

.0009 .0018 .0003 .0005 .0019 -.0000 -.0262
(.0042) (.0044) (.0044) (.0042) (.0044) (.0044) (.0052)
.0005 .0004 -.0033 .0003 .0004 -.0041 -.0316

(.0043) (.0044) (.0044) (.0043) (.0044) (.0044) (.0049)
.0005 .0006 .0005 -.0000 -.0003 -.0004 .0000

(.0041) (.~041) (.0041) (.0040 ) (.0041) (.0041) (.0043)

.0324 -.1246 -.3374 .0308 -.1160 -.3657 -.7170
(.0627) (.0425) (.0395) (.0619) (.0408) (.0377) (.0279)

.0244 .0235 -.0986 .0164 .0152 -.1308 -.3802
(.0454) (.0455) (.0374) (.0458) (.0458) (.0370) (.0296)

.0255 .0491 .0075 .0178 .0535 .0016 -.3221
(.0434) (.0418) (.0378) (.0433) (.0416) (.0379) (.0287)

.0180 .0148 -.0464 .0149 .0125 -.0579 -.3098
(.0356) (.0332) (.0331) (.0352) (.0323) (.0330) (.0217)

.0089 .0078 .0068 .0045 -.0014 -.0026 .0012
(.0321) (.0309) (.0308) (.0330) (.0310) (.0310) (.0284)

un2a4

1'0 exogenous

al a2 a3unl . _._---
-.4892 -.4800 -.5020 -.6047 -.8004 .0223 I
(.0507) (.0446) (.0361) (.0371) (.0271) (.0695) I

. i
-.2767 -.2710 -.2693 -.3163 -.4809 .0196 I
(.0471) (.0408) (.0402) (.0373) (.0313) (.0527) I
-.2325 -.2186 -.2008 -.2033 -.4232 .0193!
(.0458) (.0390) (.0385) (.0375) (.0304) (.0510) I
-.1406 -.1382 -.1311 -.1746 -.3278 .0150 I
(.0325) (.0301) (.0305) (.0288) (.0214) (.0378) I

!

-.1180 -.1131 -.1083 -.1096 -.0804 .OOv6
(.0382) (.0322) (.0313) (.0315) (.0296) (.0390)
-.0425 -.0405 -.0429 -.0528 -.0842 .0011
(.0091) (.0096) (.0090) (.0087) (.0069) (.0114)
-.0262 -.0254 -.0252 -.0303 -.0494 .0023
(.0094) (.0099) (.0098) (.0094) (.0082) (.0109)
-.0223 -.0206 -.0186 -.0190 -.0434 .0023
(.0094) (.0099) (.0100) (.0099) (.0084) (.0108)
-.0127 -.0125 -.0119 -.0165 -.0346 .0019
(.0095) (.0103) (.010}) (.0099) (.0086) (.0104)
-.0119 -.0112 -.0109 -.0111 -.0080 .0012
(.0093) (.0101) (.0100) (.0100) (.0102) (.0102)
-.0032 -.0023 -.0061 -.0106 -.0730 -.0004
(.0043) (.0042) (.0045) (.0048) (.0071) (.0049)
-.0143 -.0134 -.0132 -.0181 ~.0400 .0005
(.0042) (.0041) (.0041) (.0044) (.0051) (.0042)
-.0133 -.0114 -.0095 -.0102 -.0351 .0004
(o0044) (.0043) (.0044) (.0044) (.0053) (.0044),
-.0097 -.0092 -.0089 -.0142 -.0398 .0002:
(.0045) (.0043) (.0042) (.0044) (.0049) (.0046):

I
-.0104 -.0098 -.0090 -.0092 -.0064 .0002
(.0040) (.0041) (.0041) (.0041) (.0042) (.0039)

D1

D2

D1

D
2

D
3

D4

D
5

D1

D
3

D
4

D
5

D2

D
3

D4

D
5

~

'0

1'1



Table 2 (continued)

D1 .1319 .1283 .1310 .1616 .2677 -.0050 -.0019 .0329 .0919 -.0014 .0309 .0997 .2395
(.0110) (.0095) (.0015) (.0019) (.0068) (.0144) (.0129) (.0063) (.0073) (.0126) (.0076) (.0069) (.0059)

D2 .0846 .0820 .0814 .0976 .1580 -.0051 -.0069 -.0066 .0301 -.0044 -.0041 .0399 .1244
(.0106) (.0088) (.0087) (.0080) (.0072) (.0109) (.0090) (.0091) (.0069) (.0091) (.0092) (.0069) (.0051)

rJ. D3 .0722 .0661 .0605 .0617 .1390 -.0050 -.0073 -.0142 -.0020 -.0049 -.0154 -.0002 .1054
(.0102) (.0082) (.0080) (.0077) (.0069) (.0104) (.0085) (.0081) (.0068) (.0084) (.0019) (.0069) (.0054)

D4 .0861 .0840 .0800 .1100 .2263 -.0079 -.0098 -.0081 .•0281 -.0080 -.0069 .0357 .2139
( .0123) (.0111) (.0111) (.0105) (.0064) (.0140) (.0128) (.0115) (.0115) (.0126) (.0110) (.0117) (.0064)

D5 .0396 .0376 .0358 .0362 .0263 -.0015 -.0026 -.0023 -.0020 -.0010 .0008 .0011 -.0002
(.0081) (.0066) (.0063) (.0064) (.0057) ( .0077) (.0059) (.0056) (.0056) (.0062) (.0056) (.0056) (.0050)

D1 -.3397 -.5633 ·.3509 -.5044 .0503 -.4331 -.1040 .0121 -.3095 -.1565 -.4953
(.0335) (.0201) (.0294) (.0134) (.0540) (.0334) (.0357) (.0498) (.0260) (.0296) (.0132)

D2 -.1858 -.1874 -.1958 -.3091 .0567 .0612 .0129 .0424 .0455 -.0317 -.2478
(.0295) (.0296) (.0286) (.0218) (.0365) (.0313) (.0321) (.0342) (.0349) (.0289) (.0211)

P D3
-.1600 -.1612 -.1558 -.3056 .0563 .0115 .0453 .0451 .0285 .0337 -.2391
(.0302) (.0283) (.0296) (.0213) (.0363) (.0332) (.0328) (.0338) (.0314) (.0298) (.0202)

D4
-.0161 -.0520 -.0514 -.1954 .0496 .0473 .0693 .0387 .0399 .0491 -.1859
(.0253) (.0245) (.0242) (.0159) (.0311) (.0283~ (.0299) (.0291) (.0267) (".0270) (.0162)

D5 -.0596 -.0702 -.0701 -.0532 -.'0284 .0425 .0420 -.0144 .0241 .0235 .0253
(.0239) (.0260) (.0261) (.0246) (.0418) (.0215) (.0274) (.0430) (.0212) (.0271) (.0253)

D1 - .1123 .2491 .0204 .3209 .0089 .2935
(.0105) (.0056) (.0155) (.0015) ( .0161) (.0070)

D2 -.1054 -.0125 .0138 .0039 .0134 .0036
(.0203) (.0068) (.0176) (.0100) (.0174) (.0102)

~ D3 -.0809
**

.0345 **
.0218 **

(.0191) ( .0210) ( .0233)
D4 .0159 -.0859 .0120 .0051 .0216 .0109

(.0205) (.0114) (.0145) ('.0128) (.0160) (.0133)
D5 *

-.0317 ... -.0040 * -.0031
(.0060 ) ( .0065) ( .0066) ---

D1 .0079 .1460 -.0103 .1724 .0061 .1122
(.0072) (.0052) (.0069) (.0052) (.0062) (.0050)

D2 .0324 ** -.0093 ** .~·.0097 **
( .0163) (.Ot17) (.0108)

6 D3 .0275 -.0423 -.0306 -.0057 -.0189 -.0046
(.0159) ( .0048) (.0155) (.0054) (.0112) (.0050)

D4 -.1021 ** -.0041 -.0085
(.0221) (.0114) ** (.0190) **

D5 * -.0322 t:ggt1) * .0046
(.00 5) * '( .0065)

It

....
Q)
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Notes to Table 2

H = 100, T = 9, 20 replications (10 pairs of antithetio variates).

Di = Data i.

* The ARM! (1,1) process degenerates into a white noise for any ~=-e.

Therefore, if the process generating vht is white noise (as in DS)

~ and e are not identified for models al, bl and 01. For our 20

replioations the results turned out to be the following

Model al Model bl Model cl

Converged to ~.e..o 11 l~ 16

Converged to ~=l ,a..-l 3 3 3

Converged to ~=-l ,arsl 1 0 1

Converged to other

antithetic pairs 5 4 0

** When the true vht's are autoregressive (moving average) and the

estimated model only allows for a moving average (autoregressive)

soheme, the MA (AR) ooefficient pioks up the effeot of the serial

correlation, so that it oannot be regarded as an estimate of its

(zero) true value.

Standard errors of bias are in parentheses.
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Appendix

The exact form of the inverse of Y for the ARM! (1,1) process has

been obtained by Tiao and A1i [al. Given y-1=(vij ) we then have

(A.1)

for i> j

- (a + ~)2 {e + ~ + ~(1 + ~ a) ) (_9)2T-1

- (9 + ~)2 (1 + ~ 9)f (92(1-1) + 92(~-1» ]
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